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Abstract: Economic growth, energy prices, technological innovations, and financial depth all play a
vital role in sectoral energy consumption. Early studies have extensively examined the interactions
among these variables, which are important in developing policies on energy consumption. However,
to date, most studies have estimated energy consumption in a linear fashion. If the actual relationship
is non-linear or asymmetric, then the inferences drawn from a linear framework may be misleading.
Hence, in this study, we employed a non-linear autoregressive distributed lag (NARDL) approach
to analyse Malaysian sectoral energy consumption from 1978 to 2016. We found that the bounds
test of the NARDL indicates the presence of cointegration among the variables. The key findings
include: (1) a rise in income increases energy consumption throughout all sectors, but sectoral energy
consumption does not respond significantly to a fall in income; (2) both increases and decreases in
energy prices reduce industrial energy consumption, but residential and commercial sectors’ energy
consumption react positively to price falls; (3) technological advancement increases transportation
energy consumption; and (4) both an increase and decrease of credit availability to private sectors
reduce industrial energy consumption, but transportation energy consumption reacts positively to
financial deepening. Moreover, the effects at the sectoral level were asymmetrical. The findings
indicate that the changes in selected macroeconomic variables were found to have a Granger causality
effect on sectoral energy consumption. Given these findings, our study offers empirical support for
the inclusion of non-linearity or asymmetric effects when modelling sectoral energy consumption.

Keywords: sectoral energy consumption; asymmetric effects; NARDL; Malaysia

1. Introduction

Concerns over climate changes have spawned a greater interest in national energy
consumption and energy policy. As a result, there is an urgent need for empirical research
to be done in all countries, including Malaysia, regarding national energy issues [1]. Extant
empirical studies on sectoral energy consumption have found that economic growth, energy
prices, financial depth and technological innovation have a decisive impact on sectoral
energy consumption [2].

Early empirical studies examined interactions between these variables in a linear
fashion. These studies assumed that variations in economic activities have symmetrical
effects on energy consumption. Faced with economic events such as recessions, structural
changes may occur in macroeconomic data, thereby inducing asymmetries in the relation-
ships between the variables [3]. For instance, energy users are typically more sensitive
towards economic recession compared to economic expansion [4]. In terms of pricing,
energy consumers might react more strongly to increasing rather than decreasing prices.
Accordingly, it is important to employ asymmetry modelling for energy consumption since
a positive or negative change in a given variable does not necessarily have the same impact
on energy consumption. However, to date, the bulk of empirical studies have estimated the
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demand for energy in a linear fashion. If the actual relationship is non-linear or asymmetric,
then the inferences drawn from a linear framework may be misleading.

While economic growth, energy prices, financial depth and technological innovation
have significant effects on energy consumption, little effort has been directed at examining
these relationships in the Malaysian economy at a sectoral level. In this paper, we propose
that these relationships can be analysed if different economic sectors are taken into con-
sideration. For instance, end-users of energy can be divided into agricultural, industrial,
residential, commercial, transportation, and non-energy using sectors. This research aims
to address a gap in the extant empirical literature by examining the non-linear impact of
these macroeconomic variables on sectoral energy consumption in Malaysia from 1978
to 2016.

The remainder of this paper is divided into five main parts. Section 2 provides a
brief description of energy consumption in Malaysia over time. Section 3 offers a synoptic
summary of the empirical literature on energy consumption relevant to the empirical thrust
of the paper. Section 4 presents the data set and methodology employed, whereas Section 5
discusses the empirical findings of the study. The paper ends with Section 6, with a brief
discussion of the implications of its major findings.

2. Energy Consumption in Malaysia

As one of the fastest-growing economies in the ASEAN region, Malaysia has seen
its energy consumption grow in line with rising per capita income. Prior to 1970, when
Malaysia was in the initial stages of industrialisation, energy consumption was compara-
tively low since the primary sector played a dominant role in economic activity. However,
as the secondary sector gradually replaced the primary sector, energy consumption rose
in line with industrialisation and urbanisation [5]. Additionally, the pattern of energy
usage varied according to the economic sector. As shown in Figure 1, the industrial sector
consumed almost half of the energy sources in 1978. A subsequent shift from the manu-
facturing sector to the service sector reduced industrial energy consumption. However,
population growth fuelled the demand for energy.
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Figure 1. Composition of Malaysian final energy demand by sector. Source: Malaysia Energy
Information Hub.

Energy consumption is commonly influenced by both income and energy prices [6].
A shift in the structure of an economy towards the industrial sector, which tends to be
energy-intensive, causes energy consumption to rise. As industrialisation evolves, more
energy is required to boost production, particularly in heavy industries that specialise in
petroleum refining, metals, cement, and chemicals. In most cases, the more developed a
country, the higher is its energy consumption per capita. Thus in 2016, North America had
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the highest energy consumption per capita (242.65 GJ/head), whereas Africa ranked the
lowest (15.24 GJ/head).

3. Empirical Analysis of Energy Consumption

The energy–growth nexus has received considerable empirical attention. In essence,
empirical research into the interaction between economic growth and energy consumption
rests upon four testable hypotheses: growth, conservation, feedback, and neutrality [1,7–13].
The growth hypothesis postulates that economic growth fuels higher energy consump-
tion [13]. Accordingly, any interruption in the supply of energy would restrain economic
growth [14]. In regions such as Sub-Saharan Africa [15] and Korea [16], the conservation
hypothesis has been verified. This hypothesis emphasises that an economy is not depen-
dent on its energy resources for growth, but rather it is economic progress that spurs energy
consumption 10]. The feedback hypothesis suggests that higher energy consumption may
boost economic growth, and the resultant increase in economic capacity leads to higher
energy consumption [9,11]. Studies by [17–19] and others have validated this hypothesis.
Finally, the neutrality hypothesis rests on the assumption that no causality exists between
the variables in either direction [20–22].

The increase in energy demand is underpinned by declining costs. From a supply
perspective, higher energy prices generate higher revenue and possibly higher energy con-
sumption [23]. Energy prices pose difficulties when undertaking empirical research since
accurate data is often not available for most developing countries, including Malaysia [2].
In the case of Italy, [24] used oil price as an indicator of the energy price and found that there
was a 0.32% fall in energy consumption after a 1% rise in the oil price. In Malaysia, [25]
used the consumer price index (CPI) as a proxy. Their long-run estimation suggested that
CPI had a neutral effect on energy consumption. Instead of using the CPI as a proxy, [26]
used an energy price index to study the energy–growth nexus in African countries. Unlike
the CPI, their index covered only the price of fossil fuels and thus more accurately reflected
supply and demand in the energy market. They found a bi-directional causality between
both variables in Angola, Morocco, Ethiopia and Mozambique. Since the CPI does not
account for all energy prices in Malaysia, [2] utilised the relative price of energy to non-
energy goods and concluded that the energy price had a profound negative effect on energy
consumption, thereby contradicting the findings of [25]. The selection of the relative price
proxy is based on the theory of consumer behaviour, which holds that consumers base their
decisions not only on the price of the goods in question but also on substitute goods.

It has been argued that as the demand for energy increases and the supply of natural
resources diminishes, the price of energy will eventually rise [27]. A higher energy price
will induce the development of more energy-efficient technology. Ref. [28] contended
that technological development influenced energy consumption. Their empirical analy-
sis revealed that trade-induced technological change lowered China’s energy intensity
through the imports of more advanced equipment. Technological innovation is, there-
fore, crucial for energy saving. For example, electric vehicles (EVs) can be much cleaner
than petroleum-fuelled internal combustion engines, depending on how the electricity
is generated. However, the measurement of technological improvement is problematic
in most countries, making it difficult to analyse the impact of technological progress on
energy demand. Due to this, multiple studies used patent applications as a proxy [29,30].
A study by [30] found that technological development improved energy productivity. In
light of this finding, energy consumption should have fallen in proportion to the degree of
technological improvement. However, energy demand has increased in most countries, a
phenomenon known as the “rebound effect”.

The fourth interesting strand in the empirical literature on energy consumption is
the influence of financial deepening on energy consumption that occurs through several
mechanisms. Firstly, the inflow of foreign direct investment (FDI) typically benefits key
infrastructural sectors, often involving energy-related services. Some scholars have empha-
sised the role of FDI in financing energy-efficient solutions to reduce the consumption of
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fossil fuels [31,32]. However, a study by [33] found a negative association between FDI and
electricity demand in Malaysia. Secondly, increased lending encourages the purchase of
energy-consuming items [34]. Ref. [35] examined the long-run relationship between energy
consumption, economic growth, financial depth and population growth in Malaysia from
1971 to 2009, where financial depth was measured by domestic credit to the private sector.
A positive relationship was found; that is, a 1% increase in financial depth led to a 0.07%
increase in energy consumption.

4. Data and Methodology
4.1. Data

In this study, sectoral energy consumption covers three major energy consumers
in Malaysia: the residential and commercial, industrial, and transportation sectors. We
employed time series data over the period of 1978 to 2016. Annual data on sectoral energy
consumption were obtained from the Malaysia Energy Information Hub and measured in
kilotonnes of oil equivalent (ktoe). We used the gross domestic product (GDP) measured
at constant 2010 local currency prices to capture economic growth, which was obtained
from the World Development Indicators (WDIs). In Malaysia, data on energy prices are not
available over a longer time horizon. Moreover, the nation’s energy prices do not adequately
reflect supply and demand in the energy market due to fuel subsidies. Most importantly,
electricity tariffs for both households and commercial entities are price-controlled, and the
effective price of electricity is not freely set by the energy producers. In view of this, we
utilised the energy price from the World Bank Commodity Price Outlook as a proxy. This is
a weighted index of the price of the energy commodities, which include crude oil, coal and
natural gas. As contended by [36], we employed the number of patent applications drawn
from the World Intellectual Property Organization to represent technological innovation in
Malaysia. To measure financial depth, data on the ratio of domestic credit to the private
sector (as a share of GDP) were sourced from WDIs. All variables are expressed in the
natural logarithm form.

4.2. Methodology

Following conventional microeconomics, the energy demand function is expressed in
terms of income and the energy price, assuming energy demand equals energy consump-
tion [37]. The energy consumption function at time t is written as:

SECt = f (Yt, Pt) (1)

where SECt is the sectoral energy consumption at time t; Yt is the economic growth at time
t; and Pt is the energy price at time t. As we have seen, energy consumption can be related
to technological innovation (T) and financial depth (F). The extended energy consumption
function is thus expressed as:

SECt = f (Yt, Pt, TtFt) (2)

Before analysing the relationship between the variables, we sought to determine
whether the variables series have a unit root using the Augmented Dickey-Fuller (ADF)
and Phillips-Perron (PP) tests. To improve robustness, a breakpoint unit root test was
applied to identify possible structural breaks. Although the PP test accounts for the
breaks, [38] argued that the exogeneity assumption of the breakpoints would not remove
shocks from the noise functions in a series. With respect to the cointegration test, a majority
of past empirical studies adopted an assumption of linearity between the variables. A linear
model may have neglected potential asymmetries in the energy consumption dynamics,
which was described earlier. Furthermore, the inferences drawn from the linear model
may be misleading, given that the variables represent all the elements of a cyclical business
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fluctuation. Based on [3], asymmetric long-run equations of sectoral energy consumption
were modelled as follows:

LSECt = β0 + β1LY+
t + β2LY−t + β3LPt + β4LTt + β5LFt + β6Dt + µt (3)

LSECt = β0 + β1LYt + β2LP+
t + β3LP−t + β4LTt + β5LFt + β6Dt + µt (4)

LSECt = β0 + β1LYt + β2LPt + β3LT+
t + β4LT−t + β5LFt + β6Dt + µt (5)

LSECt = β0 + β1LYt + β2LPt + β3LTt + β4LF+
t + β5LF−t + β6Dt + µt (6)

where SEC is sectoral energy consumption, which is divided into industrial, transportation,
and residential and commercial consumption; Y is the real gross domestic product; P is
the energy price index; T is the number of patent applications; F is measured by domestic
credit to the private sector as a percentage to GDP. Dt is the dummy variable of crises,
with “1” for crisis and “0” otherwise, i.e., 1980–1981 oil crisis, 1985–1986 commodity crisis,
1997–1998 Asian financial crisis and 2008–2009 global financial crisis [39,40]. µt is the usual
error term. β = (β1, β2, β3, β4, β5, β6) is a vector of long-run parameters that are estimated.

The key strength of the non-linear autoregressive distributed lag (NARDL) model
developed by [3] is that it includes a decomposition of the regressor into its positive and
negative changes. The model demonstrates that the magnitude of a rise or fall in the
regressor is not identical. This is not the case in the standard ARDL model, whereby the
degree of impact of regressor x on the regressand y is identical, whether x increases or
decreases. Furthermore, the model contains similar characteristics as the typical ARDL
model, whereby the model can be utilised for a combination of variables with different
orders of integration, I(0) or I(1), and their relationship can be estimated using ordinary
least squares. Similar to a standard ARDL model, the NARDL model is divided into two
components: short-run and long-run. Therefore, we are able to make inferences on the
short- and long-run dynamics of sectoral energy consumption. The NARDL bounds test
approach may also be viewed as an unrestricted error correction model since the long-run
terms are clearly specified and not restricted. Following [41], we did not undertake a non-
linearity check prior to the NARDL bounds test. If the null hypothesis of no asymmetric
cointegrating relationship is rejected, then the variables are non-linearly or asymmetrically
cointegrated. To this end, the rejection of the null of bounds F-test, ρ = θ+ = θ− = 0,
verifies the existence of an asymmetric long-run relationship, and the asymmetric long-run
parameters, β+ and β−, reveals how much of the variation in sectoral energy consumption
is explained by the rise or fall in the independent variables.

According to [3], a time series can be broken down to its initial value and its cumulative
sum of positive and negative components. Independent variables from Equations (3)–(6)
were thus decomposed using a zero threshold, thereby distinguishing these positive and
negative changes in their rate of growth. The following formulas more precisely describe
this modelling approach:

X+
t =

t

∑
j=1

∆X+
j =

t

∑
j=1

max
(
∆Xj, 0

)
(7)

X−t =
t

∑
j=1

∆X−j =
t

∑
j=1

min
(
∆Xj, 0

)
(8)

where X represents the logarithmic (L) transformation of the independent variables Y, P, T,
and F.

Based on these equations, the long-run relationship between sectoral energy con-
sumption and a rise in income is β1 in Equation (3), which is expected to be positive.
β2 captures the long-run correlation between sectoral energy consumption and income
reduction. Following the conventional demand curve, lower incomes tend to reduce the
demand for energy as consumers are less willing to spend more. β2 is thus expected to
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be negative in value. In Equation (4), we anticipate a negative value for β2 and a positive
value for β3 due to the price–consumption inverse relationship. We further posit that
technological innovation negatively influences energy consumption, i.e., β3 < 0 and β4 > 0
in Equation (5). According to [42], financial depth accompanies economic growth through
investment, thus increasing energy consumption. Therefore, β4 and β5 are expected to be
positive and negative in Equation (6). By associating Equations (3)–(6) to the ARDL setting,
the following asymmetric ARDL models are formed:

∆LSECt = α0 + ρLSECt−1 + θ1LY+
t−1 + θ2LY−t−1 + θ3LPt−1 + θ4LTt−1 + θ5LFt−1

+
p
∑

j=1
γj∆LSECt−j +

q1
∑

j=0
δj∆LY+

t−j +
q2
∑

j=0
ζ j∆LY−t−j +

q3
∑

j=0
ϑj∆LPt−j

+
q4
∑

j=0
πj∆LTt−j +

q5
∑

j=0
ϕj∆LFt−j + λ1Dt + εt

(9)

∆LSECt = α0 + ρLSECt−1 + θ1LYt−1 + θ2LP+
t−1 + θ3LP−t−1 + θ4LTt−1 + θ5LFt−1

+
p
∑

j=1
γj∆LSECt−j +

q1
∑

j=0
δj∆LYt−j +

q2
∑

j=0
ζ j∆LP+

t−j +
q3
∑

j=0
ϑj∆LP−t−j

+
q4
∑

j=0
πj∆LTt−j +

q5
∑

j=0
ϕj∆LFt−j + λ1Dt + εt

(10)

∆LSECt = α0 + ρLSECt−1 + θ1LYt−1 + θ2LPt−1 + θ3LT+
t−1 + θ4LT−t−1 + θ5LFt−1

+
p
∑

j=1
γj∆LSECt−j +

q1
∑

j=0
δj∆LYt−j +

q2
∑

j=0
ζ j∆LPt−j +

q3
∑

j=0
ϑj∆LT+

t−j

+
q4
∑

j=0
πj∆LT−t−j +

q5
∑

j=0
ϕj∆LFt−j + λ1Dt + εt

(11)

∆LSECt = α0 + ρLSECt−1 + θ1LYt−1 + θ2LPt−1 + θ3LTt−1 + θ4LF+
t−1 + θ5LF−t−1 +

p
∑

j=1
γj∆LSECt−j

+
q1
∑

j=0
δj∆LYt−j +

q2
∑

j=0
ζ j∆LPt−j +

q3
∑

j=0
ϑj∆LTt−j +

q4
∑

j=0
πj∆LF+

t−j +
q5
∑

j=0
ϕj∆LF−t−j + λ1Dt + εt

(12)

Note that α0 is the constant term; ∆ is the first difference operator; γj, δj, ζ j, ϑj, πj and
ϕj are the short-run coefficients; ρ and θj are the long-run parameters with j = 1 . . . 5;
p, q1, q2, q3, q4, and q5 are the optimal lag length for dependent and independent variables
to eliminate serial correlation in the errors; λ1 is the coefficient of dummy variable; εt is the
error term.

For each equation, different specifications were applied, distinguished by the changes
in the independent variable. The first specification (S1) includes only the changes in real
income; the second specification (S2) includes only the changes in energy price; the third
specification (S3) includes only the changes in technological innovation, while the fourth
specification (S4) contains only the changes in financial depth. This study emphasised
the asymmetric influences of the respective variables on sectoral energy consumption, but
the impact of other independent variables was measured as well. Hence, for the long-run
parameters, β1 = −θ1/ρ and β2 = −θ2/ρ in S1; β2 = −θ2/ρ and β3 = −θ3/ρ in S2;
β3 = −θ3/ρ and β4 = −θ4/ρ in S3; β4 = −θ4/ρ and β5 = −θ5/ρ in S4. The NARDL
model clearly distinguishes the long-run and short-run effects, as well as between positive
and negative changes, within a single estimated model.

The bounds testing approach was used to discover the presence of asymmetric coin-
tegration amongst the variables. This involves the Wald test (F-statistic) of the null hy-
pothesis, H0 : ρ = θ1 = θ2 = θ3 = θ4 = θ5 = 0, against the alternative hypothesis,
H1 : ρ 6= θ1 6= θ2 6= θ3 6= θ4 6= θ5 6= 0. Moreover, the unrestricted specification of the
NARDL model from Equations (9)–(12) involves two types of asymmetries—the long run
and short run. The rejection of a long-run symmetry can be tested through θj, while the
presence of short-run asymmetry can be verified by rejecting the null hypothesis, which is
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H0 : δj = ζ j for the income variable; H0 : ζ j = ϑj for the price variable; H0 : ϑj = πj for the
technology variable, and H0 : πj = ϕj for the financial variable.

Finally, the asymmetric causal effect from changes in the independent variables on
sectoral energy consumption was estimated using stepwise least squares augmented with
Wald statistics. Equations (9)–(12) can then be rewritten as:

∆LSECt = α0 +
p
∑

j=1
γj∆LSECt−j +

q1
∑

j=0
δj∆LY+

t−j +
q2
∑

j=0
ζ j∆LY−t−j +

q3
∑

j=0
ϑj∆LPt−j +

q4
∑

j=0
πj∆LTt−j

+
q5
∑

j=0
ϕj∆LFt−j + λ1Dt + εt

(13)

∆LSECt = α0 +
p
∑

j=1
γj∆LSECt−j +

q1
∑

j=0
δj∆LYt−j +

q2
∑

j=0
ζ j∆LP+

t−j +
q3
∑

j=0
ϑj∆LP−t−j +

q4
∑

j=0
πj∆LTt−j

+
q5
∑

j=0
ϕj∆LFt−j + λ1Dt + εt

(14)

∆LSECt = α0 +
p
∑

j=1
γj∆LSECt−j +

q1
∑

j=0
δj∆LYt−j +

q2
∑

j=0
ζ j∆LPt−j +

q3
∑

j=0
ϑj∆LT+

t−j +
q4
∑

j=0
πj∆LT−t−j

+
q5
∑

j=0
ϕj∆LFt−j + λ1Dt + εt

(15)

∆LSECt = α0 +
p
∑

j=1
γj∆LSECt−j +

q1
∑

j=0
δj∆LYt−j +

q2
∑

j=0
ζ j∆LPt−j +

q3
∑

j=0
ϑj∆LTt−j +

q4
∑

j=0
πj∆LF+

t−j

+
q5
∑

j=0
ϕj∆LF−t−j + λ1Dt + εt

(16)

For short-run causality to exist, the null hypothesis of no causality must be rejected.
More precisely, economic expansion or contraction is expected to Granger cause SEC, if
H0 : δj = 0 or H0 : ζ j = 0 is rejected; price rise or fall is expected to Granger cause SEC, if
H0 : ζ j = 0 or H0 : ϑj = 0 is rejected; the changes in technological innovation are expected
to Granger cause SEC, if H0 : ϑj = 0 or H0 : πj = 0 is rejected, and, finally, the changes in
financial depth are expected to Granger cause SEC, if H0 : πj = 0 or H0 : ϕj = 0 is rejected.

5. Empirical Results

Table 1 reports the results from the hypothesis of unit root validation without structural
breaks. The hypotheses of a unit root were not rejected by the unit root tests, except for LF.
By excluding LF, unit root tests were carried out at the first difference to ensure the
stationarity of the other series. All variables, except for LF, were I(1) variables. With
respect to the unit root test with breaks, as shown in Table 2, the rejection of the null
hypothesis was only found for LIR, LT and LF. In the first difference, all variables,
excluding LIR, LT and LF, were I(1) variables. Some of the break dates coincided with
economic events, such as the global financial crisis.
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Table 1. Stationarity test without breaks.

Variable
Augmented Dickey-Fuller Phillips-Perron

Level 1st Difference Level 1st Difference

LIR −2.1148 −4.3840 *** −1.9142 −4.3550 ***
LTR −2.3604 −5.4773 *** −2.5399 −5.4773 ***
LRC −1.8916 −6.7525 *** −2.0226 −6.7170 ***
LY −1.4851 −4.9883 *** −1.4159 −4.9933 ***
LP −1.7102 −6.0979 *** −1.8297 −6.1121 ***
LT −2.2698 −8.3220 *** −2.1086 −8.1173 ***
LF −3.0006 ** −5.2197 *** −2.9973 ** −5.2501 ***

Note: IR is industrial energy consumption; TR is transportation energy consumption; RC is residential and
commercial energy consumption. *** Significant at 1% level, ** significant at 5% level.

Table 2. Breakpoint unit root test.

Variable Level Break Date 1st Difference Break Date

LIR −4.6733 ** 1988 −4.9898 *** 1996
LTR −2.8099 2012 −6.5448 *** 1997
LRC −3.6930 1991 −10.0345 *** 1996
LY −3.0287 1987 −5.3928 *** 1995
LP −3.5892 2003 −6.5688 *** 2011
LT −12.2430 *** 1984 −24.9409 *** 1985
LF −7.1462 *** 1991 −6.2814 *** 1992

Note: IR is transportation energy consumption; RC is residential and commercial energy consumption. ***
Significant at 1% level, ** significant at 5% level.

The estimated F-statistic for each specification in Table 3 was higher than the upper
bound critical value at the 1% level. Hence, economic growth, energy prices, technological
innovation, financial depth and sectoral energy consumption are asymmetrically associated
in the long run. Before inferences were drawn, model adequacy was assessed based on
various diagnostic tests. The results are reported in Table 4. In all test runs of the residuals,
there was strong evidence of no serial correlation and heteroscedasticity.

Table 3. NARDL bounds test.

Dependent Variable
F-Statistic

S1 S2 S3 S4

∆LIR 11.473 *** 9.516 *** 6.220 *** 6.490 ***
∆LTR 14.159 *** 13.709 *** 14.507 *** 10.895 ***
∆LRC 5.526 *** 19.002 *** 11.700 *** 10.916 ***

Note: IR is industrial energy consumption; TR is transportation energy consumption; RC is residential and
commercial energy consumption. *** Significant at 1% level.

Nevertheless, at the time of writing, the dataset used was from 1978 to 2016. To
address the issue of outdated data, we provided validation to ensure the predictability of
the performance of the proposed models. Therefore, in addition to the model adequacy
measures, we also performed out-of-sample validation over the in-sample observations
for the period 1978–2016 and evaluated the accuracy of the forecasts. In this study, one-
step-ahead and two-step-ahead forecasts were carried out. The idea of minimising the sum
of squared residuals is to minimise the in-sample and out-of-sample forecast errors, such
as the root mean squared error (RMSE), mean absolute error (MAE), and mean absolute
percentage error (MAPE). Moreover, a combination of more than one metric gives a better
evaluation of the overall performance [43]. The performance of the model is measured
by lowering RMSE, MAE or MAPE [44]. By this means, a model will be optimised, with
its predicted values closer to the actual values in the sample. Looking at just in-sample
forecast errors are inadequate to judge the model’s overall performance. By comparing out-
of-sample forecast performance to that of in-sample, out-of-sample forecast errors turn out
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to be slightly higher, as shown in Tables 5–7. Arguably, there is no significant divergence
between actual and the forecasted sectoral energy consumption. We also noticed that
one-step-ahead forecasts have better performance than two-step-ahead forecasts for most
models. Based on these results, the proposed models show a fairly good performance in
predicting energy consumption. Accordingly, the long-run equations were then estimated.

Table 4. Diagnostic tests.

Test S1 S2 S3 S4

Dependent variable : ∆LIR

JB 0.423 [0.809] 0.170 [0.918] 0.492 [0.782] 12.674 [0.002]
LM 2.027 [0.363] 0.194 [0.660] 3.129 [0.209] 1.774 [0.183]

ARCH 0.159 [0.690] 0.121 [0.728] 1.031 [0.310] 0.049 [0.824]

Dependent variable : ∆LTR

JB 0.962 [0.618] 1.397 [0.497] 0.668 [0.716] 1.286 [0.526]
LM 1.923 [0.166] 0.135 [0.935] 0.787 [0.675] 1.030 [0.598]

ARCH 0.607 [0.436] 0.389 [0.533] 0.034 [0.853] 1.129 [0.288]

Dependent variable : ∆LRC

JB 0.882 [0.643] 0.807 [0.668] 10.505 [0.005] 12.458 [0.002]
LM 4.043 [0.132] 1.253 [0.263] 0.423 [0.809] 1.372 [0.504]

ARCH 0.246 [0.620] 0.144 [0.704] 0.097 [0.755] 0.087 [0.768]
Note: IR is industrial energy consumption; TR is transportation energy consumption; RC is residential and
commercial energy consumption. JB is the Jarque-Bera test statistic, LM is the Breusch-Godfrey Lagrange
Multiplier test, and ARCH is Engle’s ARCH test. JB, LM and ARCH symbolise the tests for normality, serial
correlation and heteroscedasticity, respectively. The associated probability values are in square parentheses.

Table 5. Forecasting performance of industrial energy consumption models.

RMSE MAE MAPE

Model: S1

in-sample 0.0412 0.0342 0.3769
one-step-ahead forecast 0.0412 0.0345 0.3787
two-step-ahead forecast 0.0440 0.0363 0.3964

Model: S2

in-sample 0.0396 0.0302 0.3296
one-step-ahead forecast 0.0390 0.0294 0.3207
two-step-ahead forecast 0.0450 0.0324 0.3508

Model: S3

in-sample 0.0535 0.0400 0.4459
one-step-ahead forecast 0.0543 0.0410 0.4555
two-step-ahead forecast 0.0542 0.0412 0.4564

Model: S4

in-sample 0.0102 0.0073 0.0796
one-step-ahead forecast 0.0313 0.0121 0.1285
two-step-ahead forecast 0.0879 0.0255 0.2643
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Table 6. Forecasting performance of transportation energy consumption models.

RMSE MAE MAPE

Model: S1

in-sample 0.0359 0.0296 0.3220
one-step-ahead forecast 0.0391 0.0315 0.3402
two-step-ahead forecast 0.0446 0.0343 0.3669

Model: S2

in-sample 0.0389 0.0321 0.3527
one-step-ahead forecast 0.0404 0.0333 0.3633
two-step-ahead forecast 0.0439 0.0354 0.3832

Model: S3

in-sample 0.0368 0.0304 0.3294
one-step-ahead forecast 0.0375 0.0312 0.3362
two-step-ahead forecast 0.0411 0.0332 0.3557

Model: S4

in-sample 0.0346 0.0289 0.3145
one-step-ahead forecast 0.0378 0.0309 0.3327
two-step-ahead forecast 0.0442 0.0339 0.3621

Table 7. Forecasting performance of residential and commercial energy consumption models.

RMSE MAE MAPE

Model: S1

in-sample 0.0151 0.0126 0.1548
one-step-ahead forecast 0.0354 0.0177 0.2109
two-step-ahead forecast 0.0590 0.0251 0.2936

Model: S2

in-sample 0.0170 0.0141 0.1745
one-step-ahead forecast 0.0201 0.0156 0.1905
two-step-ahead forecast 0.0223 0.0168 0.2042

Model: S3

in-sample 0.0265 0.0199 0.2435
one-step-ahead forecast 0.0379 0.0239 0.2867
two-step-ahead forecast 0.0501 0.0286 0.3390

Model: S4

in-sample 0.0295 0.0221 0.2718
one-step-ahead forecast 0.0349 0.0246 0.2994
two-step-ahead forecast 0.0433 0.0282 0.3386

Economic expansion has increased energy consumption in all sectors during the
study period (Table 8). More precisely, any positive shock in income increases energy
demand in the industrial, transportation, and residential and commercial sectors, with a
coefficient of 1.259, 0.913 and 1.039, respectively. This is partially supported by the empirical
findings of [4] for Brazil and Russia and [45] for non-OECD countries. Both studies
demonstrate that energy consumption responds positively to positive income shocks.
According to [18,46], economic expansion drives energy consumption via industrialisation
and urbanisation. Malaysia, as a newly industrialised economy, needs energy for economic
development. Its economic growth has been driven mostly by energy-intensive industries,
including steel, cement, oil, gas and electricity. Therefore, higher GDP translates into
higher growth of industrial activities and higher energy consumption. Industrialisation
and urbanisation emphasise the need for more energy and fossil fuels, the most economical
fuels, to meet the growth of energy demand in each sector (i.e., petroleum for transportation
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and electricity for households and buildings). Note that income elasticity was close to
unity for transportation energy consumption, and it exceeded unity for industrial as well
as residential and commercial energy consumption. It is worth noting that industrial
energy consumption is more sensitive to an increase in income compared with other sectors.
Specifically, economic growth of 1% increases industrial energy consumption by 1.26%.
This corroborates the findings of [47,48] that industrial energy consumption tends to have
higher income elasticity. The result suggests that industrial energy consumption and the
increase in income are strongly linked. There is a desire for more wealth and more resource
consumption for an ever-growing population.

Table 8. NARDL long-run estimation.

Regressor S1 S2 S3 S4

Dependent Variable : ∆LIR

LX+ 1.259 [0.000] −0.470 [0.004] 0.019 [0.708] −0.975 [0.032]
LX− 1.329 [0.357] −0.972 [0.057] 0.131 [0.525] −1.673 [0.000]

Dependent Variable : ∆LTR

LX+ 0.913 [0.000] 0.003 [0.978] 0.063 [0.057] 0.558 [0.018]
LX− −1.216 [0.261] 0.114 [0.413] 0.183 [0.123] 0.544 [0.103]

Dependent Variable : ∆LRC

LX+ 1.039 [0.000] 0.089 [0.195] −0.019 [0.303] 0.376 [0.170]
LX− 0.038 [0.947] 1.060 [0.002] −0.060 [0.407] 0.139 [0.685]

Note: IR is industrial energy consumption; TR is transportation energy consumption; RC is residential and
commercial energy consumption. LX+ and LX− are estimated long-run coefficients associated with positive and
negative shocks, respectively. The associated probability values are in square parentheses.

We also found that industrial energy consumption reduced, regardless of increases
and decreases in energy prices. In particular, a 1% increase in energy prices will reduce
industrial energy consumption by 0.47% and, unexpectedly, a 1% decrease in energy prices
will reduce industrial energy demand by 0.97%. This finding is consistent with the outcome
stated by [49], in that oil consumption in Tunisia is more responsive to price declines
(than to rises). The price effect might thus induce energy-saving technological changes.
Rising energy prices could induce efficiency improvement, such as the installation of
insulation and the retrofitting of industrial machinery, to reduce the cost of energy utilised
per unit of output. These energy-saving innovations are not discarded when prices fall,
and thus energy consumption will not increase. In line with these developments, emissions
from the manufacturing and construction industries have dropped since 2008 due to a
shift from the consumption of coal to electricity and a concomitant increase in energy
efficiency [50]. Furthermore, the declining contribution of these industries to national
income compounds the downward pressure on prices. However, a price fall increases
residential and commercial energy consumption by 1.06%. A growing population and a
higher standard of living will continue to drive energy demand in the energy-intensive
modern sector. Low electricity tariffs coupled with a lack of efficiency in electricity usage
explains why its consumption keeps growing [51].

It has been argued that technological innovation improves energy efficiency and thus
reduces energy demand. However, the data shown in Table 8 suggest that technological
advancement increases energy consumption in the transportation sector with a coefficient of
0.063, suggesting that a 1% increase in technological innovation will increase transportation
energy consumption by roughly 0.06%. This finding implies that the developments in
transportation over the last 40 years have done little in improving energy efficiency. As more
and more people travel extensively, energy consumption takes on even greater importance.
However, the ratio of energy-efficient vehicles (EEVs) to private vehicles only accounted for
32.6% in 2015 [52]. Thus, any fuel efficiency improvement in EEVs is offset by the surging
fuel consumption in non-efficient internal combustion engine vehicles, which explains the
continuous rise in energy consumption associated with transportation.
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The proposition that financial deepening boosts energy demand from the industrial
sector is not accepted in this study. By contrast, increasing credit availability to the private
sector helps to reduce industrial energy consumption. More precisely, a 1% increase in
credit availability will reduce industrial energy consumption by 0.98%. The result is
unexpectedly consistent with the findings of [53], in that an increase in bank deposits
and broad money reduces non-renewable energy consumption by 0.011% and 1.071%,
respectively. Financial institutions have made great contributions towards maintaining the
sustainable development of the Malaysian industrial sector. Increasing credit enables the
sector to install more energy-efficient machinery or equipment and, at the same time, lower
energy bills. Alternatively, the producers might opt for green technology such as solar
energy, given the credit availability, and reduce the consumption of conventional fuel or
electricity, which is generated mainly by non-renewable energy in the country. On the other
hand, a negative shock to the domestic credit will reduce industrial energy consumption,
conferring that a 1% fall in the credit will reduce industrial energy consumption by 1.67%.
This finding is in line with [54], which suggest that a negative shock to financial deepening
reduces energy consumption. Our findings reveal that a decrease in the volume of credit
could slow down economic activity through reduced consumer expenditure and this will,
in turn, affect energy demand. For example, a negative credit shock would result in a
fall in industrial energy consumption. The inhibitory effect of an economic contraction
compounds the positive impact of the finance-induced energy-saving measures to reduce
the demand for industrial energy.

It would be naïve to cease estimation at this point, as was done by previous researchers,
and simply conclude that as an economy develops, energy consumption will increase
symmetrically. However, it is important to determine the validity of this assumption
through empirical energy analysis. Table 9 provides evidence of long-run and short-run
asymmetries. If the null hypothesis of a long-run symmetry or short-run symmetry is
rejected, it means that economic expansion and contraction have dissimilar effects on
sectoral energy consumption in the long-run or short-run, respectively. Although the
estimated long-run parameters are not statistically different from zero, they are statistically
different from each other.

Table 9. NARDL symmetry test.

Test S1 S2 S3 S4

Dependent variable : ∆LIR

WALDLR 8.920 [0.007] 1.055 [0.322] 41.422 [0.000] 6.748 [0.036]
WALDSR 0.301 [0.825] 8.735 [0.001] 20.050 [0.000] 13.250 [0.002]

Dependent variable : ∆LTR

WALDLR 10.688 [0.003] 181.144 [0.000] 2.348 [0.148] 1.484 [0.236]
WALDSR 1.513 [0.241] 68.155 [0.000] 4.842 [0.025] 4.236 [0.051]

Dependent variable : ∆LRC

WALDLR 2.232 [0.153] 12.654 [0.005] 4.616 [0.048] 0.958 [0.342]
WALDSR 2.636 [0.068] 3.983 [0.023] 8.013 [0.004] 3.216 [0.051]

Note: IRis industrial energy consumption; TR is transportation energy consumption; RC is residential and com-
mercial energy consumption. WALDLR and WALDSR represent the Wald test for long- and short-run symmetry
for the respective variables. The associated probability values are in square parentheses.

As shown in Table 9, income effects are asymmetric only in the long run for industrial
and transportation energy consumption. In the industrial sector, this reflects that producers
are reluctant to change their energy consumption immediately according to changes in
income due to uncertainties in the underlying business conditions and the high costs
of production modifications in the short run. In the transportation sector, petroleum
products, such as diesel, are necessities for vehicles. It is thus not easy to make substantial
changes in the short run. Over a longer time scale, economic expansion and contraction
will lead to changes in energy consumption. By contrast, income affects residential and
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commercial energy consumption asymmetrically only in the short run. Unlike the industrial
sector, which is highly capital intensive and diversified and utilises a range of primary
energy sources, electricity is the main source of energy for the residential and commercial
sectors [55].

Most of the observations indicate that the energy price asymmetrically affects sectoral
energy consumption. This is in line with some previous findings of [49,56]. The asymmetri-
cal price response can be explained in several ways. For instance, the changes in energy
consumption to a rise in the energy price is not necessarily and perfectly reversed by a
comparable fall in price, nor are the effects of all price decreases necessarily the same [57].
Price hikes can have a positive impact on the energy sector, but a fall in energy prices does
not necessarily generate a favourable effect. Uncertainties about energy prices may induce
firms and consumers to invest in energy-saving equipment, such as insulation. However,
these installations will not be removed when prices drop. Moreover, automobile technology
has advanced considerably; hence when fuel price increases are reversed, fuel efficiency
continues to improve.

It is worth noting that financial depth asymmetrically affects transportation energy
consumption and residential and commercial energy consumption only in the short run.
Consumers who are ignorant about energy-saving technologies are more likely to purchase
less energy-efficient appliances. Over a longer time horizon, when users become more
aware, they might appreciate the benefits of these technologies. In fact, photovoltaic (PV)
cells were introduced in Malaysia in the 1980s. However, the utilisation of solar energy
remains low due to a lack of awareness and high initial costs. To increase the adoption
of solar panels in the residential and commercial sectors, the Malaysian government
introduced the Malaysia Building Integrated Photovoltaic (MBIPV) project in 2005. In
an effort to reduce cost, the government implemented Equated Monthly Instalment (EMI)
schemes to repay loans for PV panel systems [58].

Our empirical analysis concludes with non-linear causality testing on sectoral energy
consumption. The results are presented in Table 10. In most tests, the Wald test rejects the
null hypothesis of no Granger causality, indicating the importance of economic growth,
energy prices, technological innovation and financial depth in influencing the changes in
sectoral energy consumption in Malaysia.

Table 10. Non-linear causality test.

Hypothesis S1 S2 S3 S4

Dependent variable : ∆LIR

∆LX+ 6=> ∆LIR 5.213 [0.015] 3.506 [0.058] 12.677 [0.002] 13.062 [0.002]
∆LX− 6=> ∆LIR 4.866 [0.019] 10.905 [0.001] 24.633 [0.000] 22.387 [0.001]

Dependent variable : ∆LTR

∆LX+ 6=> ∆LTR 2.154 [0.156] 17.898 [0.001] 9.809 [0.007] 3.070 [0.093]
∆LX− 6=> ∆LTR 5.258 [0.013] 92.337 [0.000] 4.495 [0.031] 2.995 [0.097]

Dependent variable : ∆LRC

∆LX+ 6=> ∆LRC 5.232 [0.009] 3.364 [0.050] 1.296 [0.273] 5.565 [0.031]
∆LX− 6=> ∆LRC 2.070 [0.155] 4.590 [0.026] 8.656 [0.003] 2.628 [0.086]

Note: IR is industrial energy consumption; TR is transportation energy consumption; RC is residential and
commercial energy consumption. X represents independent variables. The superscripts “+” and “−” denote
positive and negative variations, respectively. The associated probability values are in square parentheses. 6=>
denote no causality.

6. Conclusions

As we have seen, the bulk of the empirical literature has assumed that the dynamic
relationship between energy consumption and its determining factors are symmetrical.
Model specification errors can have adverse effects if they generate fallacious policy pro-
posals. In line with our findings, energy consumers were found to react differently towards
an increase or decrease in the contributing factors under different time horizons using
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the NARDL model. This paper points to the need of establishing conservation policies
oriented towards reducing energy intensity in the industrial sector by implementing energy-
efficient financing schemes, together with a relatively higher energy price. Investing in
energy-efficient appliances and machinery is costly, and the government, together with
local financial institutions and banks, has introduced specific financing programmes to
address these financial obstacles. To date, there are limited financing schemes available
for the purchase of energy-efficient equipment in the industrial sector, probably due to the
increasing rate of loan defaults. Indeed, much of the financing is devoted to energy-saving
projects in households and buildings as well as the adoption of renewable energy. Our
findings show that the energy savings in the industrial sector are greater than in other
sectors. Therefore, financial support such as grants and subsidies are encouraged in order
to eradicate financial barriers and push the uptake of energy-efficient projects. On the other
hand, energy prices (or at least electricity tariffs) should be gradually increased in order to
realise the potential of energy savings in the industrial sector and to reduce the upward
pressure of the income-increase effect.

In the residential and commercial sectors, subsidised electricity tariffs have encouraged
inefficient patterns of energy demand. The unintended consequence of this policy has led
to overconsumption, which is inconsistent with the National Environmental Policy. Most
electrical appliances are energy-efficient today, but due to the fallacy of composition, the
effort towards reducing energy consumption has been diminished. It is often mistakenly as-
sumed that what is true for a given community also holds true for an entire population [59].
The microeconomic effect of purchasing energy-efficient items is that consumers utilise
less energy for each unit of energy generated. However, the overall energy consumption
will rise because lower electricity bills induce the use of more electricity. There is yet an
indication that renewable energy can replace fossil fuels in the near future as a main source
of energy. Hence, the possible solution rests on rationalising and phasing out inefficient
fuel subsidies while incentivising investments in energy-efficient projects.

With respect to the transportation sector, our findings show that rising incomes and
population, coupled with financial deepening, increase transportation energy consumption,
and inefficient private vehicles and the high initial cost of EVs lead to the use of more
petroleum. The magnitude of the financial effect is greater than the technological effect (0.56
versus 0.06); hence, more attention can be directed to tightening the credit allowed to purchase
inefficient vehicles and easing the financing for the purchase of energy-efficient vehicles.

The findings presented in this paper have certain limitations. The unavailability of
accurate data to represent the technological variable is one of them. The World Intellectual
Property Organization (WIPO) divides technology into eight sections, from A to H. Since
patent documents related to clean energy can be found in many areas of technology, they
do not fall under any single section. Correspondingly, a new section, Section Y, was
introduced to file documents related to climate change mitigation technology. However,
there are no statistics for this patent document in Malaysia. In addition, statistics on the
patents granted for electric and electronic elements (Section H—electricity), provided by
the Intellectual Property Corporation of Malaysia (MyIPO), are limited to 26 years, i.e.,
from 1993 to 2018. Under these circumstances, future research can replace patent data
with other proxies of technological innovation for better estimation. The sample period is
another limitation of this study, and it provides justification for the continuation of studies
in this area. Additionally, in line with the government’s effort to combat climate change and
global warming, future research may focus on renewable energy to assist in the drafting
of clear policy recommendations on how industrial and household activities affect the
consumption of green energy.
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