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a b s t r a c t

The resource allocation in SC-FDMA is constrained by the condition that multiple subchannels should
be allocated to a single user only if they are adjacent. Therefore, the scheduling scheme of a D2D-
cellular system that uses SC-FDMA must also conform to the so-called adjacency constraint. This
paper proposes a heuristic algorithm with low computational complexity that applies proportional
fair (PF) scheduling in the D2D-cellular system. The proposed algorithm consists of two main phases:
(i) subchannel allocation and (ii) adjustment of data rates, which are executed for both CUEs and DUEs.
In the subchannel allocation phase for CUEs (or D2D pairs), the users’ data rates are maximized via
optimal power allocation to frequency-contiguous subchannels. In the second phase, a PF scheduling
problem is solved to decide the modulation and coding scheme (MCS) of both CUEs and D2D pairs. Both
phases of the proposed algorithm benefit from the Water-Filling (WF) technique. The simulation results
suggest that the proposed scheme performs similar to optimal PF scheduling from the perspective of
users’ data rate and their logarithmic sum. An additional benefit of the proposed scheme is its low
computational overhead.

© 2023 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

With the increased use of high-quality multimedia, the volume
f the mobile service traffic generated from wireless devices has
ncreased considerably [1–3]. In the conventional cellular com-
unication system, a centralized coordinator, an evolved NodeB

eNB), relays data traffic between several cellular user equipment
CUEs). The central eNB can be severely bottlenecked as it relays
assive traffic volumes to and from CUEs. In order to offload the

raffic going through eNB, the 3rd Generation Partnership Project
3GPP) has introduced Device-to-Device (D2D) communications
or Long Term Evolution Advanced (LTE-A) system [4]. D2D com-
unication is expected to reduce the traffic flowing through eNB
y enabling two users to share data on direct links. Such a user is
alled D2D user equipment (DUE), which pairs up with another
UE to send and receive data without involving the eNB. More-
ver, the D2D in cooperative communication scenarios also leads
o better end-to-end delivery and network energy efficiency [5].

The underlying version of D2D communications reuses the
plink (UL) and/or downlink (DL) frequency bands of the cellular
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874-4907/© 2023 The Authors. Published by Elsevier B.V. This is an open access art
networks [6]. When DUEs reuse radio resources primarily meant
for CUEs, heavy interference between DUE and CUE (and also with
eNB) may be observed. Case 1 in Fig. 1 shows a typical scenario
when DUEs use the UL frequency band of the cellular networks. In
this scenario, D2D transmitters and CUEs can cause considerable
interference to eNB and other devices using the same resource.
Case 2 in Fig. 1 represents a scenario in which DUEs reuse the
DL frequency band of the cellular networks. In this case, the D2D
transmitter and eNB may cause interference to CUEs and D2D
receivers, respectively. Since the traffic loads in a real-life cellular
system are asymmetric, it is expected that the DUE prefers to use
the UL frequency band than the DL frequency band [7–9]. This
paper also considers an environment where DUEs reuse the UL
frequency band of LTE-A.

The LTE-A system divides the available frequency band into
several subchannels, each comprising 12 subcarriers. An eNB
allocates the available subchannels to the existing CUEs for com-
munication. The users, being much higher in number, share the
available subchannels among themselves. LTE-A uses orthogonal
frequency division multiple access (OFDMA) on the DL and single-
carrier frequency division multiple access (SC-FDMA) on the UL
to share the spectrum. OFDMA has high spectral efficiency and
is not affected by multi-path fading [10]. While these advan-
tages increase data rates and the overall system capacity, the

main drawback of OFDMA is a high peak-to-average power ratio

icle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. Interference signals generating in UL/DL frequencies of the cellular network.
PAPR) [11]. From the perspective of non-orthogonal multiple
ccess (NOMA), it is shown in [12] that a many-to-many matching
ame and a DC programming-based sub-channel and power allo-
ation scheme for D2D-enabled NOMA cellular communications
an enhance the spectral efficiency, network connectivity, and
airness of the networks.

The use of SC-FDMA on the UL is primarily motivated by
he fact that it reduces PAPR. SC-FDMA divides the transmit
ower of user equipment (UE) into multiple subchannels by
preading the OFDM symbols. This spreading of symbols reduces
APR and brings a number of benefits, including transmit power
fficiency [13,14]. SC-FDMA uses two subchannel mapping tech-
iques: one for localized SC-FDMA (LFDMA) and the second for
istributed SC-FDMA (DFDMA). Subchannels assigned to a user
n the frequency domain need not be contiguous in DFDMA. In
FDMA, the SC-FDMA signals received from distributed resources
re complex to decode, and therefore it yields poor spectral effi-
iency and data rates compared to LFDMA [15]. Therefore, LFDMA
s intuitively a preferred choice in this paper. LFDMA has exclu-
ivity, and adjacency constraints for resource allocation [14]. The
xclusivity constraint is that a subchannel could be assigned to a
ingle CUE, which means that the CUE should use a subchannel
hat is not (re)used by any other CUE. The adjacency constraint
eans that multiple subchannels must be contiguous regarding

requencies if the subchannels are assigned to a single CUE.
In addition to multiple access techniques (SC-FDMA and

FDM), the performance of a cellular network is considerably af-
ected by radio resource scheduling. [16–19]. Different scheduling
chemes are readily available, focusing on providing a fair chance
or all users to use the cellular network. Among the available
cheduling schemes, the proportional fair (PF) scheme promises
fair trade-off between the average achievable user data rates
nd users’ fairness [20]. In order to be used in conjunction
ith SC-FDMA, PF scheduling needs to consider the exclusiv-

ty and adjacency constraints mentioned above. Several related
tudies have examined the scheduling issues in an SC-FDMA
ystem [20–22]. These studies either assign subchannels to only
UEs through the LFDMA or subchannels to both CUEs and DUEs
ithout considering the constraints of LFDMA. Moreover, the
onstraints in SC-FDMA increase the computational complexity of
F scheduling. A computationally expensive system is, of course,
ndesirable. To the best of our knowledge, no previous work
as applied PF scheduling in conjunction with LFDMA for D2D
ommunications.

aper objectives and contributions

This paper proposes a heuristic algorithm for proportional
air resource scheduling in SC-FDMA-based D2D-Cellular System
2

that complies with 3GPP LTE-A standard [23,24]. One of the
major contributions of the proposed scheme is that it applies
the Water Filling (WF) technique for subchannel allocation. The
existing works have used the WF technique mainly for transmit
power control of CUEs [25,26]. The NP-hard problem of resource
scheduling can be solved in polynomial time by efficiently apply-
ing the WF technique, where the resources are allocated to users
in a step-by-step manner. The advantages of the proposed WF-
based resource scheduler are two folds; first, it has significantly
lower computational complexity than an optimal PF scheduler.
Second, for both CUEs and DUEs, the performance of the proposed
scheme in terms of achievable user data rates is very close to that
optimal PF scheduling scheme. Since the proposed algorithm con-
siders two constraints, it operates in two phases: (i) subchannel
allocation phase and (ii) adjustment of data rates phase. In the
subchannel allocation phase, a WF-based approach is used to allo-
cate the subchannels to both DUEs and CUEs under the adjacency
constraint. In the second phase (i.e., data rate adjustment phase),
the proposed scheme decides the MCS of both CUEs and D2D pairs
to maximize their logarithmic sum of average data rates pseudo-
optimally. These two phases can be repeated (i) for M times or
(ii) until no further change is observed in allocated resources to
minimize interference. Our simulation analysis shows that the
proposed scheme can reduce the computational complexity of the
PF scheduling and can drastically increase the logarithmic sum of
average user data rates.

The remainder of this paper is organized as follows. Sec-
tion 2 briefly describes the previous works on PF scheduling
for conventional cellular systems. Any scheduling algorithm for
LFDMA-based D2D communication is not available to the best
of the author’s knowledge. The considered system model and
optimal PF scheduling problem are illustrated in Section 3. The
proposed heuristic algorithm for SC-FDMA-based PF scheduling is
introduced in Section 4. The performance of optimal PF schedul-
ing and the proposed heuristic algorithm is discussed in Section 5.
This paper is concluded in Section 6.

2. Background

The present state of the art in PF scheduling addresses the
SC-FDMA-based conventional cellular systems where D2D pairs
do not exist. Before proposing PF scheduling in SC-FDMA-based
Cellular-D2D systems, this section briefly outlines how SC-FDMA
affects scheduling in the conventional cellular system excluding
D2D. We use this knowledge in Section 3 to discuss scheduling in
D2D communication.

In order to allocate adjacent resources to UEs, an optimal
algorithm is proposed to maximize the logarithmic sum-rate in
SC-FDMA-based systems [27]. It finds every subchannel allocation
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attern and calculates the PF metric, which is the ratio of the in-
tantaneous data rate to the average data rate for all the patterns.
hen, it chooses and allocates the subchannel set, maximizing the
um of PF metrics. This algorithm has high computing complexity
ince it considers every feasible subchannel for every UE. There-
ore, the proposed algorithm could not be adopted practically due
o a high computational cost.

For reducing the computing complexity of the PF scheduling,
heuristic algorithm has been presented in [28]. It results in

he high performance of UEs and offers flexibility by introducing
anking threshold Tr . For example, if Tr = 1, a subchannel would
e allocated to the UE with the best PF metric on the subchannel.
f Tr = 2, the subchannel can be allocated to the UE with either
st or 2nd highest PF metric. In general, if Tr = δ, the subchannel
an be allocated to the UE with either 1st, 2nd, . . ., or δth
highest PF metric. This enhances the flexibility of the subchannel
allocation compared to the existing algorithm. On the other hand,
the algorithm increases its complexity versus increasing Tr .

Another scheduling method has been illustrated in [21]. The
ethod allocates a subchannel to a UE based on the marginal PF
etric, which is the potential PF metric assuming that the UE is
lready assigned to subchannels. The subchannel at which (i) the
E’s marginal PF metric is highest and (ii) UE’s marginal PF metric
hows the highest difference from that of the others is allocated
o the UE. Since the algorithm in [21] takes both the PF metric
ifference and the marginal PF metrics into account, the fairness
f SC-FDMA could be improved.
For alleviating the computing complexity of the PF scheduling,

coherence sub-band-based resource allocation (CSRA) algorithm
as introduced for SC-FDMA in [22]. For assigning subchannels to
Es following the constraints, CSRA comprises two steps, namely
nclosure and contributing . In enclosure step, the entire frequency
and is split to multiple subbands based on the channel coher-
nce. Then, eNB calculates the PF metric on a subband, which
s the sum of PF metric values on every subchannel included in
he subband. A subband may include one or more subchannels
ccording to channel coherence and fading characteristics. Based
n the calculated value, the UE with the best PF metric on a
ubband would be assigned to the subchannel with the best PF
etric among subchannels in the subband. In the contributing
tep, the remaining subchannels are assigned to UEs based on
he maximum contribution. The UE highly contributing to the
bjective function would be chosen for a particular subchannel,
nd then assigned to the subchannel. The contributing step is
terated until every subchannel is assigned. CSRA could nearly
ouch the optimum performance in the perspective of a log-
rithmic utility function with lower complexity. Despite these
enefits, the scheme in [21] cannot allocate resources for D2D
ommunications. This is because interference between cellular
nd D2D users is ignored.
Our previous work also deals with the scheduling in cellu-

ar networks without D2D communications [29]. Our previous
ork presented a water-filling-based optimized solution for PF
cheduling in the legacy cellular network (without D2D com-
unications). Furthermore, the work in [29] could not directly
e applied to D2D communications-enabled networks because
f the interference between CUEs and DUEs. In order to reflect
he interference in a two-tier network (cellular and D2D), this
aper proposes a novel heuristic algorithm which iteratively exe-
utes the water-filling technique for resource allocation for both
ellular and D2D users in the network.

. Proposed heuristic PF scheduling

.1. System model

In contrast with the existing literature, we consider a system
ith CUE i (= 1, 2, . . . ,N ) and D2D pairs i (= 1, 2, . . . ,N ),
c C d D

3

here NC and ND are the total number of CUEs and D2D pairs,
espectively. The D2D Tx and its paired Rx are deployed in a
ell covered by a single eNB. Subchannel k (= 1, 2, . . . , K ) is
ssigned to a CUE and a D2D pair by the scheduler S considering
he exclusivity constraint. According to [20], for any D2D system
sing K subchannels, the scheduler P is said to be proportionally
air only when it satisfies the:

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

argmaxS
{∑

ic∈US
c
ln

[∑K
k=1 a

(S)
ic ,kr

(S)
ic ,k

]
+

∑
id∈US

d
ln

[∑K
k=1 a

(S)
id,k

r (S)id,k

]}
, for T = 1,

argmaxS

{∑
ic∈US

c
ln

[
1+

∑K
k=1 a(S)ic ,kr

(S)
ic ,k

(T−1)R̄ic

]
+

∑
id∈US

d
ln

[
1+

∑K
k=1 a(S)id,kr

(S)
id,k

(T−1)R̄id

]}
, for T ≥ 2,

(1)

where P is the PF scheduling and S is any other scheduling
and T is the averaging window size. UP

c and US
c are the sets of

users in the cellular network selected by the schedulers P and S,
respectively, while UP

d and US
d are the sets of D2D pairs in the

D2D network selected by the schedulers P and S, respectively.
a(S)ic ,k and a(S)id,k

are the binary assignment variables pointing if the
subchannel k is assigned to the user ic and id by the scheduler S,
respectively. Likewise, the r (S)ic(or d),k

is the achievable instantaneous
data rate of user ic (or id) when the scheduler S assigns the users
on subchannel k, under k ∈ Cic (or k ∈ Cid ). The average of user
ic ’s and id’s data rates achieved by scheduling S are represented
by R(S)

ic and R(S)
id
, respectively.

It has been pointed out that the major drawback in PF schedul-
ng using OFDMA is that its computational complexity increases
s the number of users and subchannels in the network increases.
recisely speaking, the PF scheduling for the D2D system would
ave a computing complexity of O((NC × ND)K ), which exponen-
ially rises with K [20]. High computing complexity makes imple-
enting optimal PF scheduling in practical networks impossible.
n LTE-A system, which has a large number of subchannels (at
east 25 subchannels) and short scheduling intervals (at least
ne millisecond), can reflect the difficulty in applying optimal
cheduling in practical systems. This computational complexity
ecomes much higher when the adjacency constraint is addition-
lly considered (for example, in an SC-FDMA system). Table 1
ontains the list of frequently used notions in this paper.

.2. Proposed scheduling

Here, we propose a heuristic algorithm that significantly re-
uces the computational complexity of PF scheduling while of-
ering a reasonable throughput performance. The proposed algo-
ithm uses the WF technique to find the optimal solution. WF
echnique finds the optimal solution of the convex optimization
roblem [30,31]. Since it is known from the logarithmic function
n (1) that PF scheduling is the convex optimization problem,
he WF technique effectively solves this problem, taking into
ccount the additional constraints of SC-FDMA. In order to take
nto account the adjacency constraint to the conventional PF
cheduling in [20], the scheduling P in (1) should satisfy:

k :
aic−1∑
n=0

aic ,k+n = aic (2)

and

∃ k :

aid−1∑
aid,k+n = aid , (3)
n=0
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Table 1
Table of notations.
S. No. Notation Explanation

1 Tr Ranking threshold
2 NC The total number of CUEs
3 ND The total number of D2D pairs
4 K The total number subchannels

5 UP
c and US

c The sets of users in the cellular network
selected by the schedulers P and S,
respectively

6 UP
d and US

d The sets of D2D pairs in the D2D network
selected by the schedulers P and S,
respectively

7 a(S)ic ,k and a(S)id,k The binary assignment variables pointing if
the subchannel k is assigned to the user ic
and id by the scheduler S, respectively

8 r (S)ic(or d),k
The achievable instantaneous data rate of
user ic (or id) when the scheduler S assigns
the users on subchannel k

9 R(S)
ic and R(S)

id
The respective average of user ic ’s and id ’s
data rates achieved by scheduling S.

10 Kic and Kid The sets of subchannels allocated to ic and
id , respectively

11 ric ,k The instantaneous achievable data rate of
CUE ic on subchannel k at the current
transmission time slot

where aic =
∑

k∈Kic
aic ,k and aid =

∑
k∈Kid

aid,k. Kic and Kid are
the sets of subchannels allocated to ic and id, respectively. The
considered problem is also subject to the following terms:

subject to: 0 ≤ ric ≤ r̂ic , ∀ic; (4)

0 ≤ rid ≤ r̂id , ∀id; (5)∑
ic∈UP

c

ric ≤ r̂c, (6)

∑
id∈UP

d

rid ≤ r̂d, (7)

where r̂ic and r̂id are respectively the maximum achievable data
rates of CUE ic and D2D pair id in an SC-FDMA system under the
adjacency constraint with the PF scheduling policy. Similarly, r̂c
is the maximum total achievable data rates of the core network
where usually wired backhauls are used. The r̂d is the upper
limit of the D2D pairs’ total data rates, which are theoretically
achievable. Furthermore, ric =

∑
k∈Kic

ric ,k and rid =
∑

k∈Ki
rid,k.

Here ric ,k is the instantaneous achievable data rate of CUE ic on
subchannel k at the current transmission time slot, which can be
calculated as:

ric ,k = B · log2
(
1+

pic ,kgic ,e0,k

N0

)
, (8)

where B is the subchannel bandwidth, pic ,k is the transmit power
f CUE ic on subchannel k, and gic ,e0,k is the channel gain between

CUE ic and eNB e0 on subchannel k. The channel gain between
devices x and y on subchannel k is represented by gx,y,k.

The proposed heuristic algorithm is divided into two phases:
subchannel allocation and data rate adjustment that is executed
for CUEs and D2D pairs id. One D2D pair comprises one D2D trans-
mitter iTd and one D2D receiver iRd . In both phases, for both sets of
users, the procedure is repeated for either the M number of times
or until no further change is observed in the result. This repetition
removes the interference between legacy cellular communication
and D2D communication. During the subchannel allocation phase
for CUEs, the WF technique allocates Shared Control Channels
to CUEs under the adjacency constraint. WF technique also de-
termines the transmission power of CUEs in the same phase. In
4

Fig. 2. The subchannel allocation (Phase 1) cases of CUE ic .

the second phase (i.e., data rate adjustment phase), the proposed
scheme decides the MCS of both CUEs and D2D pairs to maximize
their logarithmic sum of average data rates pseudo-optimally. A
more detailed discussion of both phases for CUEs and D2D pairs
is provided in the following sections.

4. Resource allocation and data rate adjustment

4.1. Subchannel allocation phase for CUEs

In this phase, we first find all possible subchannel allocations
options under the assumption that the CUE ic transmit power
should be assigned to various contiguous subchannels from k′
(such that k′ = 1, . . . , K ). Therefore, a total of K allocations can
be considered for each CUE. An example of subchannel allocation
cases 1, 2, · · · , K of user i is shown in Fig. 2. Then a WF based
approach is enforced to ric (=

∑
k∈Kic

ric ,k) in order to find Kic
that maximizes ric under the adjacency constraint.

While mapping the D2D system into the water-filling
paradigm, we consider ‘k’ as ‘the index of the stair’. Similarly,
‘the transmit power of CUE ic at subchannel k for k′ (p(k

′)
ic ,k)’ is

represented by ‘the amount of water poured into stair k’. Finally,
N0/gic ,e0,k’ represents ‘the step depth of the stair k’. Furthermore,
he µic ,k′ represents the final water level in CUE ic ’s water tank
or k′.

This procedure of subchannel allocation is carried out for all
UEs. By utilizing the already acquired information of R̄ic for all
UEs, the proposed scheme chooses CUE i∗c (= argminic∈Uc (T −
)R̄ic ). In order to maximize the data rates of user i∗c , the subchan-
el allocation problem can be formulated as:

max
{p(k
′)

i∗c ,k
}

∑
k∈K

B · log2
(
1+

p(k
′)

i∗c ,kgi∗c ,e0,k

N0 + pid(k) · giTd (k),i∗c ,k

)
(9)

subject to: p(k
′)

i∗c ,k +
N0 + pid(k) · giTd (k),i∗c ,k

gi∗c ,e0,k

≥ p(k
′)

i∗c ,k−1 +
N0 + pid(k−1) · giTd (k−1),i∗c ,k−1

gi∗c ,e0,k−1

for ∀k ∈ {k′ + 1, . . . , K }; (10)∑
k∈K

p(k
′)

i∗c ,k ≤ P̂i∗c , (11)

p(k
′)

i∗c ,k = 0 for ∀k ∈ {1, . . . , k′ − 1}, (12)

where pid(k) · giTd (k),i∗c ,k is the interference caused by CUE ic(k) to
the D2D receiver in the pair id. Thus, the interference will be zero
for M = 1 and a non-zero value for M ≥ 2. Similarly, iTd (k) is the
transmitter of D2D pair id which already occupies subchannel k,
pid(k) is the transmit power of transmitter of D2D pair id(k) and
giTd (k),i∗c ,k is the channel gain between D2D transmitter iTd (k) and

CUE i∗. Moreover, the P̂ ∗ and P̂ ∗ are the respective maximum
c id ic
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Algorithm 1 Proposed heuristic PF scheduling (PHPFS) algorithm.
1: t ← 1
2: while t ≤ M and Γc,t−1 ̸= Γc,t−2 and Γd,t−1 ̸= Γd,t−2 do
3: procedure Subchannel allocation phase for CUEs
4: initialize r̂c , Λc (set), Γc,t(ic, k) (matrix)
5: set U′c ← Uc (= {1, 2, · · · ,NC })
6: while U′c ̸= φ do
7: i∗c ← argminic∈U ′c (T − 1)R̄ic
8: for k′ = 1 to K do
9: compute {p(k

′)
i∗c ,k} for ∀k ∈ K (refer to (13))

10: compute r̂ (k
′)

i∗c
(refer to (14))

11: end for
12: compute r̂i∗c and Ki∗c (refer to (15) and (16))
13: U′c ← U′c \ {i∗c }
14: gic ,e0,k ← 0 for ∀ic ∈ U′c and ∀k ∈ Ki∗c
5: Γc,t(i∗c , k)← 1 for ∀k ∈ Ki∗c
6: end while

17: end procedure
18: procedure Data rate adjustment phase for CUEs
9: set U′c ← Uc (= {1, 2, · · · ,N})
0: while U′c ̸= φ do
1: calculate {ric } for ∀ic ∈ U′c (refer to (17))
2: Λc ← {ic |ric > r̂ic , ic ∈ Uc}
3: if Λc ̸= φ then

24: ric ← r̂ic for ∀ic ∈ Λc
25: else
26: break;
27: end if
28: U′c ← U′c \Λc and r̂c ← r̂c −

∑
ic∈Λc

r̂ic
29: end while
30: end procedure
31: procedure Subchannel allocation phase for D2D pairs
32: initialize r̂d, Λd (set), Γd,t(id, k) (matrix)
33: set U′d ← Ud (= {1, 2, · · · ,ND})
34: while U′d ̸= φ do
35: i∗d ← argminid∈U′d

(T − 1)R̄id
36: for k′ = 1 to K do
37: compute {p(k

′)
i∗d ,k} for ∀k ∈ K (refer to (23))

8: compute r̂ (k
′)

i∗d
(refer to (24))

9: end for
0: compute r̂i∗d and Ki∗d

(refer to (25) and (26))
1: U′d ← U′d \ {i

∗

d}

2: giTd ,iRd ,k ← 0 for ∀id ∈ U ′d and ∀k ∈ Ki∗d
3: Γd,t(i∗d, k)← 1 for ∀k ∈ Ki∗d
4: end while
5: end procedure
6: procedure Data rate adjustment phase for D2D pairs
7: set U′d ← Ud (= {1, 2, · · · ,N})
8: while U′d ̸= φ do
9: calculate {rid} for ∀id ∈ U′d (refer to (27))
0: Λd ← {id|rid > r̂id , id ∈ Ud}
1: if Λd ̸= φ then
2: rid ← r̂id for ∀id ∈ Λd
3: else
4: break;
5: end if
6: U′d ← U′d \Λd and r̂d ← r̂d −

∑
id∈Λd

r̂id
7: end while
8: end procedure
9: t ← t + 1
0: end while
5

transmit powers of users i∗d ’s and i∗c ’s which are predefined in the
system. The condition in (10) is designed to satisfy the adjacency
constraint of SC-FDMA. In terms of WF technique, this means that
the total height of water level (p(k

′)
i∗c ,k) and step depth ( N0

gi∗c ,e0,k
) of

stair k should be equal to or greater than the overall height of
the (k-1) stair. Likewise, as the water is filled in the stair k′ step-
by-step, the subchannels (i.e., stairs) can now be contiguously
allocated.

In order to calculate the optimal {p(k
′)

i∗c ,k}, the proposed scheme
utilizes the cap-limited modified WF technique [30], according to
which the {p(k

′)
i∗c ,k} can be calculated as:

p(k
′)

i∗c ,k =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[
µic ,k′ −

N0+pid(k)·giTd (k),i∗c ,k

gi∗c ,e0,k

]+
, for k = k′,[

µic ,k′ − p(k
′)

i∗c ,k−1

−

N0+pid(k−1)·giTd (k−1),i∗c ,k−1

gi∗c ,e0,k−1

+

N0+pid(k)·giTd (k),i∗c ,k

gi∗c ,e0,k

] +
,

for k′ < k ≤ K ,

0, otherwise,

(13)

here [φ]+ = max{0, φ}, and µic ,k′ is the level of water for CUEs
in case k′ for which (11) is satisfied with equality. In addition, the
r̂ (k
′)

i∗c
can also be computed as:

r̂ (k
′)

i∗c
=

∑
k∈K

B · log2
(
1+

p(k
′)

i∗c ,kgi∗c ,e0,k

N0 + pid(k) · giTd (k),i∗c ,k

)
. (14)

Then, r̂i∗c is decided by

r̂i∗c = max
{k′}

r̂ (k
′)

i∗c
(15)

for the case k̂′ (= argmax{k′} r̂
(k′)
i∗c

). After this, we determine the set
Ki∗c of subchannels, which will be actually allocated to CUE i∗c for
ˆ ′. From (13), the subchannels attaining positive transmit power
ill be allocated to i∗c , and those with zero transmit power will
ot be allocated. Thus, Ki∗c is found by:

i∗c = {k|p
(k̂′)
i∗c ,k > 0}. (16)

The gic ,e0,k for k(∈ Kic ) of the remaining users in set U′c(=
c \ {i∗c }) is set to zero. This procedure is performed to avoid
llocating the already allocated subchannels to any other CUE.
t can be observed from the Algorithm 1’s subchannel allocation
hase that this procedure is reciprocated until no CUE is rendered
ithout a subchannel.

.2. Data rate adjustment phase for CUEs

In order to calculate ric (which satisfies (1)), the ic (CUEs) are
irst sorted in increasing order of (T − 1)R̄ic . The detail of this
rocedure is provided in phase II of the Algorithm 1 i.e., the
ata rate adjustment phase of CUEs. Once the CUEs are properly
rdered, the ric is can then be obtained using geometric WF
echnique [31] as:

ic =

{
rîc + (T − 1)(R̄îc − R̄ic ), for 1 ≤ ic ≤ îc,
0, for îc < ic ≤ NC ,

(17)

here

ˆc = max
{
ic

⏐⏐⏐⏐r̂c − (T − 1)
ic−1∑

(R̄ic − R̄n) > 0 for ∀ic ∈ Uc

}
. (18)
n=1
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Fig. 3. The example of using a WF-based approach for data rate adjustment
phase.

An example of introducing WF based approach for obtaining ric
is shown in Fig. 3 where the WF-based approach is applied to
(1). Note that here we use ‘ic ’ to represent the ‘index of the stair’.
Likewise, ‘ric ’ represents ‘water level poured into the stair ic ’ and
‘(T − 1)R̄ic ’ represents the ‘step depth of stair ic ’. Here, µid,k′

represents the final water level in the D2D pair id’s water tank
for k′.

In order to achieve proportional fairness, the PF scheduler
can now adjust the user data rates by conforming the user MCS
according to obtained ric (see (17) and (18)). In other words, the
user’s data rate is scaled down from r̂ic to ric by applying high-rate
coding and low-order modulation schemes to users’ information
signals. For more details, the table given in [32] can be used as
an example of how the MCS can be adjusted to achieve the given
levels of user data rates.

4.3. Subchannel allocation phase for D2D pairs

This phase also starts with finding all possible allocations
for the D2D pairs under the adjacency constraint. This process
is performed for all D2D pairs. Since subchannels have already
been assigned to CUEs, it is possible to determine which CUE
may cause interference to a given D2D receiver on a particular
subchannel. By utilizing the already acquired information on R̄id
for all D2D pairs, the proposed scheme chooses the D2D pair i∗d
(= argminid∈Ud (T − 1)R̄id ). in order to maximize the data rates of
user i∗d , the subchannel allocation problem can be formulated as:

max
{p(k
′)

i∗d ,k
}

∑
k∈K

B · log2
(
1+

p(k
′)

i∗d ,kgi∗Td ,i∗Rd ,k

N0 + pic (k) · gic (k),i∗Rd ,k

)
(19)

subject to: p(k
′)

i∗d ,k +
N0 + pic (k) · gic (k),i∗Rd ,k

gi∗Td ,i∗Rd ,k

≥ p(k
′)

i∗d ,k−1 +
N0 + pic (k−1) · gic (k−1),i∗Rd ,k−1

gi∗Td ,i∗Rd ,k−1

for ∀k ∈ {k′ + 1, . . . , K }; (20)∑
k∈K

p(k
′)

i∗d ,k ≤ P̂i∗d , (21)

p(k
′)

i∗d ,k = 0 for ∀k ∈ {1, . . . , k′ − 1} (22)

where ic(k) is the CUE ic which already occupies subchannel k,
ic (k) is the transmit power of CUE ic(k) and gic (k),i∗d ,k is the channel
ain between CUE ic(k) and D2D receiver of the pair i∗d . Likewise,
he pic (k) · gic (k),i∗d ,k and P̂i∗d are the interference caused by CUE
ic(k) to the D2D receiver in the pair i∗d and the system defined
aximum transmit power of i∗’s, respectively.
d s

6

By applying the modified cap-limited water-filling approach
[30], the optimal {p(k

′)
i∗d ,k} in the proposed algorithm can be calcu-

lated as:

p(k
′)

i∗d ,k =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[
µi∗d ,k′ −

N0+pic (k)·gic (k),i∗Rd ,k

g
i∗Td ,i∗Rd ,k

]+
, for k = k′,[

µi∗d ,k′ − p(k
′)

i∗d ,k−1

−

N0+pic (k−1)·gic (k−1),i∗Rd ,k−1

g
i∗Td ,i∗Rd ,k−1

+

N0+pic (k)·gic (k),i∗Rd ,k

g
i∗Td ,i∗Rd ,k

] +
,

for k′ < k ≤ K ,

0, otherwise,

(23)

here [φ]+ = max{0, φ}, and µi∗d ,k′ is the level of water for
2D pairs in case k′ for which (11) is satisfied with equality.
urthermore, the r̂ (k

′)
i∗d

can also be computed as:

ˆ
(k′)
i∗d
=

∑
k∈K

B · log2
(
1+

p(k
′)

i∗d ,kgi∗Td ,i∗Rd ,k

N0 + pic (k) · gic (k),i∗Rd ,k

)
. (24)

hen for the case k̂′ (= argmax{k′} r̂
(k′)
i∗d

), the r̂i∗d can decided by:

î∗d
= max
{k′}

r̂ (k
′)

i∗d
. (25)

fter this, we determine the set Ki∗d
of subchannels, which will be

llocated to D2D pair i∗d for k̂′. From (23), the subchannels having
positive transmit power value will be allocated to i∗d , and those
ith zero transmit power will not be allocated. Finally, for the
ubchannel allocation case k̂′ the subchannels set Ki∗d

of positive
ower is allocated to D2D pair id such that:

Ki∗d
= {k|p(k̂

′)
i∗d ,k > 0}. (26)

The giTd ,iRd ,k for k(∈ Kid ) of the remaining users in the set U′d(=
Ud \ {i∗d}) is set to zero. This procedure is performed to avoid
the allocation of already allocated subchannels to any other D2D
pair. It can be observed from the procedure of the subchannel
allocation phase in Algorithm 1 that this process is repeatedly
performed until no D2D pair is rendered without a subchannel.

4.4. Data rate adjustment phase for D2D pairs

In order to calculate rid that satisfies (1), this phase of our
roposed algorithm first sorts the id in increasing order of (T −
)R̄id . Then according to the geometric WF approach [31], rid is

obtained as:

rid =

{
rîd + (T − 1)(R̄îd

− R̄id ), for 1 ≤ id ≤ îd,
0, for îd < id ≤ ND,

(27)

here

ˆd = max
{
id

⏐⏐⏐⏐r̂d − (T − 1)
id−1∑
n=1

(R̄id − R̄n) > 0 for ∀id ∈ Ud

}
. (28)

ased on this rid , the PF scheduler may tune the user data rates
y adjusting their MCS to achieve desired proportional fairness.

. Performance evaluation

To thoroughly evaluate the performance, We have executed

ystem-level simulations for the proposed and optimal PF
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Table 2
Various parameters and their values used in simulation.
Parameters name Value

eNB receiving antenna gain 15.0 dB
UE receiving antenna gain 4.0 dB
Center frequency of carrier 2.0 GHz
Decorrelation length for shadowing 50 m
Noise figure 5.0 dB
Power density of noise −174 dBm/Hz
Bandwidth of subchannel 180 kHz
Time interval between transmissions 1 ms
Transmit power of UE 23 dBm

Table 3
Computing complexities of optimal PF and PHPFS.
Scheduler Computing complexity

Optimal PF scheduling (NC + ND)K

{K log(K )+ 5K }
Proposed scheduling algorithm ×{N2

C (NC + 1)/2
+N2

D(ND + 1)/2} ×M

scheduling schemes using a homegrown C/C++ programming-
based simulator. In Section 5, we call the Proposed Heuristic PF
Scheduler as PHPFS and the optimal PF scheduling as O-PF. As
the performance metric, the simulation prints out the computing
complexity and the logarithmic sum of the average of achievable
user data rates. A frequency division duplex (FDD)-based LTE
system has been designed in the simulation. The system consists
of 19 cells that follow the layout option 3 (with 57 wrap-around
hexagonal sectors) given by [33]. NC CUEs and ND D2D pairs are
eployed uniformly in each of the 19 cells. UEs’ mobility has
een implemented with the random-walk model. In the model,
Es’ speeds and directions are uniformly decided between [0, 10]
m/s) and between [0, 2π ], respectively. When a UE approaches
he borderline of the concerned cell or when the flight time
xpires that is uniformly chosen in [10, 30] (sec), the speed and
irection are newly decided. A fully-buffered traffic model has
een applied to all UEs to find the upper limit of users’ data rates.
ingle-input and single-output (SISO) channels are considered
or wireless channel modeling. The path loss [34], large-scale
ading (shadowing) [35] and small-scale fading [36] are also
aken into account. In order to compute the frequency efficiency
bps/Hz) at a certain SINR, the MCS table provided in [32] is used.
he numerical values of the simulation parameters are given in
able 2.

.1. Computing complexity

The complexity under the worst case of schedulers is given in
able 3. It can be observed from Table 3 that the computing com-
lexity of PHPFS rises linearly with K log(K )+ 5K . Contrarily, the
omplexity of the optimal PF scheduler exponentially increases
ith K . This is due to the fact that the optimal PF scheduling
earches for all possibilities that N users are successfully allocated
to K carriers. If we apply the complexity analysis covered in [30,
31] on PHPFS, we find that in the resource allocation phase, every
iteration has the complexity of K log(K ) + 5K , and for data rate
adjustment phase it is N2(N + 1)/2.

In order to examine the computing complexity, we start with
smaller values of K , i.e., K = 3, 5, and 10 for both PHPFS and
optimal PF scheduling schemes. Since the LTE system splits 5 MHz
bands into 25 subchannels and 10 MHz bands into 50 subchan-
nels [37], the varying values of K (=25, 50, and 75) are considered
in our simulations. Fig. 4 shows the computing complexity for
K carriers and 30 D2D pairs. For smaller values of K (=3, 5, and

10), Fig. 4(a) shows that increasing K raises the computational h

7

Fig. 4. The computational complexity comparison of both O-PF and PHPFS
schemes.

complexity of O-PF. However, the computing complexity of PHPFS
is nearly constant. This is because the computational complexity
of the PHPFS is almost linearly increasing with (NC ). When K = 3
and NC < 5, PHPFS has larger computing complexity compared
to O-PF. On the other hand, for practically used values (NC ≥ 5
nd K ≥ 3), the computing complexity of PHPFS is low.
Fig. 4(b) shows the computational complexity for K = 25,

0, and 75 for all values of NC . It can be observed that as the
alue of K increases, the difference between the computational
omplexity of PHPFS and the O-PF schedule also increases. When
= 75 and ND = 100, the O-PF has about 10200 times higher

omputational complexity than the PHPFS. Even when K = 25
nd ND = 3, it can be verified from Fig. 4(b) that the PH-
FS scheme significantly reduces the computational complexity
f O-PF as much as 1030. In real-life practical environments,
very subchannel experiences independent small-scale fading,
ompletely different from any other subchannel used in the net-
ork. Therefore, the data rate achieved by user i on a carrier k

s not usually the same as that achieved by using another carrier
′. However, in our simulation environment, we assume that the
mall-scale fading of every channel is the same (i.e., flat small-
cale fading) for K ≥ 25. The above-mentioned assumption will
elp to finish the simulations in a reasonable time.
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Fig. 5. For K = 5 and 10, the logarithmic sum of the average user data rates
when ND = 20.

5.2. Logarithmic sum of achievable user data rates with given ND

In this section, we evaluate the performance of both PHPFS
nd O-PF schemes regarding the logarithmic sum of average user
ata rates. The performance of PHPFS is evaluated using one, two,
nd three iterations (i.e., M = 1, 2, 3) in order to reduce the

simulation time. The results are illustrated in Fig. 5, and it can
be observed that as NC increases, for both PHPFS and O-PF, the
logarithmic sum for CUEs’ average data rates rises while that for
DUEs is reduced. This is because of the increased interference
at DUEs introduced by the large number of NC . It is intuitively
nown that O-PF can achieve the best logarithmic sum of average
ata rates. However, PHPFS also achieves the logarithmic sum of
verage data rates nearly identical to O-PF for CUEs.
Furthermore, it can also be observed that with the increasing

umber of D2D pairs, the average throughput per DUE is reduced.
his is because the available number of subchannels for any
pecific D2D pair decreases as the number of active D2D pairs
n the network increases. Similarly, it can also be observed that
he logarithmic sum of average achievable data rates of DUEs in
he PHPFS scheme is reduced. The PF metric is not completely
8

Fig. 6. For K = 5 and 10, the total user data rates when ND = 20.

considered during the subchannel scheduling. Therefore, the log-
arithmic sum for DUEs achieved by the PHPFS scheme is lower
than that of the O-PF scheme. It has also been observed that for
a small number of D2D pairs, the performance of PHPFS is close
to that of O-PF scheduling. Furthermore, a similar trend can also
be observed in Fig. 5(b).

For K = 5 and K = 10, the individual data rates of both
DUEs, CUEs, and their joint data rate are also evaluated, and their
corresponding results are provided in Fig. 6. Fig. 6(a) illustrates
that the CUEs’ best throughput is ranged within [0.05, 1.5] Mbps
for PHPFS. On the other hand, in the O-PF scheduler, the best
throughput for CUEs’ is ranged within [0.2, 1.7] Mbps, which is
obviously better than that of PHPFS. This is due to the fact that
the O-PF scheme considers the data rates of UEs before assigning
the subchannels, which, as a result, offer better opportunities for
getting radio resources to CUEs and DUEs with better data rates.
Note that the difference between the three iterations of PHPFS
and O-PF is not very significant. Fig. 6(b) shows that the trend of
the data rates is nearly the same for K = 5 and K = 10.

The logarithmic sum of CUEs and DUEs’ average data rates and
their sum for K = 25 and 50 are shown in Figs. 7(a) and 7(b),
respectively. Similar to the result shown in Fig. 5, increasing the
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Fig. 7. For K = 25 and 50, the logarithmic sum of the average user data rates
when ND = 20.

value of ND increases the logarithmic sum. The logarithmic sums
for K = 25 and 50 are increased from that for K = 5 and 10
ecause the increased number of subchannels are allocated to a
2D pair with increasing K . The rate of increase in the logarithmic
um for DUEs is decreased in the PHPFS as the number of D2D
airs increases.
The achievable data rates of CUEs, DUEs, and their sum for

oth O-PF and PHPFS when K = 25 and 50 are depicted in Fig. 8.
It can be observed that the O-PF has higher data rates for CUEs
than that of PHPFS in all of the cases (K = 25 and 50, NC = 3 to
0). The reason behind this is similar to what is explained earlier,
.e., that the optimal scheme maximizes the average data rates
f the CUEs’. However, given the computational complexity gains
f PHPFS, the difference in the throughput performance of both
chemes is negligible.

.3. The logarithmic sum of both total and average achievable user
ata rates when NC is fixed

Fig. 9 shows the logarithmic sum of CUEs with varying values
f N . In this case, 20 CUEs are considered, and the value is set
D

9

Fig. 8. For K = 25 and 50, the total user data rates when ND = 20.

to K = 5 and 50. It is shown that with the increasing value of
ND, the logarithmic sum increases. It can also be observed that
for K = 50, the logarithmic sum is higher than that of K = 5. It
is because of the fact that the larger value of K results in more
subchannels allocated to each DUE. For O-PF, it is intuitive that
it will always maximize the logarithmic sum for CUEs, DUEs, and
the combined.

For K = 5 and 50, the overall data rates of both O-PF
and PHPFS schemes with varying numbers ofNDs are depicted in
Fig. 10. Similar to Fig. 9, the values of CUEs, in this case, are also
fixed to 20. Fig. 10 shows that O-PF provides the best data rates
for CUEs and D2D pairs. In addition, we can also observe that
increasing the number of D2D pairs in the network also decreases
the CUEs data rates. It is because of the increased interference
in the network generated by growing numbers of D2D pairs.
Contrarily, as the number of D2D pairs in the network grows, the
available subchannels are highly reused, and an overall improved
DUE data rate can be observed. Since the increased data rates
of DUEs can compensate for the reduced data rates of CUEs, the
combined sum of data rates for both CUEs and DUEs remains
almost the same.
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Fig. 9. For K = 5 and 50, the logarithmic sum of the users’ average data rates
with varying numbers of ND (where NC = 20).

. Conclusion

This paper deals with the PF scheduling for D2D systems that
dopts SC-FDMA. The discussion starts with an introduction to
2D communication underlying cellular systems and the con-
traints it must conform to use SC-FDMA. It has been argued
hat optimal PF scheduling in SC-FDMA uses brute-force search
or all possible cases, which increases the computational com-
lexity given the large number of users and sub-channels. To
educe computing complexity, a heuristic algorithm is proposed
or PF scheduling in SC-FDMA-based systems. The well-known
ater-filling technique has been used for this purpose.
This paper has evaluated the computing complexity and user

ata rates. From the perspective of computation complexity, the
roposed scheduling has performed considerably better than the
F scheduling. Meanwhile, the PF scheduling has performed bet-
er overall data rate than the proposed algorithm. From the per-
pective of the logarithmic sum, both PF and proposed scheduling
chemes perform the same for a small number of D2D pairs. In
onclusion, the proposed heuristic algorithm will perform reason-
bly but with low computational overhead.
10
Fig. 10. For K = 5 and 50, the total user data rates with different numbers of
ND (where NC = 20).
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