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ABSTRACT Clustering has been suggested as an effective technique to enhance the performance of multi-
casting networks. Typically, a cluster head is selected to broadcast the cached content to its cluster members
utilizing Device-to-Device (D2D) communication. However, some users can attain better performance by
being connected with the Evolved Node B (eNB) rather than being in the clusters. In this article, we apply
machine learning algorithms, namely Support Vector Machine, Random Forest, and Deep Neural Network
to identify the users that should be serviced by the eNB. We therefore propose a mixed-mode content
distribution scheme where the cluster heads and eNB service the two segregated groups of users to improve
the performance of existing clustering schemes. A D2D-enabled multicasting scenario has been set up to
perform a comprehensive simulation study that demonstrates that by utilizing the mixed-mode scheme, the
performance of individual users, as well as the whole network, improve significantly in terms of throughput,
energy consumption, and fairness. This study also demonstrates the trade-off between eNB loading and
performance improvement for various parameters.

INDEX TERMS Clustering algorithm, content multicasting, D2D enabled networks, deep neural networks,
eNB loading, machine learning, random forest, support vector machine, user segregation.

I. INTRODUCTION
The proliferation of cellular devices and rapid rise of Inter-
net usage has produced unprecedented growth in wireless
traffic [1]. To accommodate such growth, 5G, and beyond
networks are expected to achieve capacity improvement in
the order of 1000 [2]. Various techniques have been proposed
in the literature to improve the capacity of the network such
as transmission in mmWave, cell densification, and massive
MIMO [2]. However, apart from capacity improvement tech-
niques, researchers have also considered studying the type of
traffic most demanded by the users [3], [4]. Repetitive pat-
terns of content requests were noticed which led researchers
to several efficient ways of content dissemination. It encour-
aged the methodologies for caching the contents [5]–[7] for
social-aware networks using D2D communication [8] that
entails direct transmission between two user equipment [9].
It reduces the transmission from the core network thereby
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reducing delays and improving the energy consumption of
devices.

D2D-enabled social-aware networks have been widely
studied with the clustering concept. Various clustering algo-
rithms have found their application for D2D-enabled net-
works. These clustering algorithms can be classified into four
main categories; distance and similarity-based, hierarchical,
squared error-based and graph theory-based algorithms [10].
In addition, there is a class of density-based clustering algo-
rithms [11]–[14].

One of the main advantages of considering clustering for
social-aware networks is that social awareness among the
devices optimizes the network performance and brings cluster
stability [15], [16]. Clustering is also accepted as one of the
effective ways to exploit traffic characteristics to improve
spectral efficiency [17]. Clustering in a multicasting sce-
nario intends to improve performance by reducing energy
consumption [18]–[24] and increasing throughput [25]–[28].
Theseworks show that the importance of clustering is not spe-
cific to content-centric broadcast networks and can be applied
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TABLE 1. Summary of clustering works and their performance metrics.

to various applications as shown in the literature [29]–[43].
Table 1 summarizes various studies focusing on clustering.

Since clustering is meant for performance enhancement of
various parameters, therefore a lot of research works have
been dedicated to designing new clustering algorithms, men-
tioned in Table 1. However, a fundamental question would
be, is there any scope of improvement within the clustering
process itself? To answer this question, let us consider a
few users interested in the same content. Once the users
sharing a common interest are identified (several processes
exist in the literature for content/interest identification), they
are either served directly by the eNB or by the Cluster Heads
(CHs) in clusters. Clusters are formed only for the users that
are interested in the same content. Different research works
that consider clustering, place all the users/nodes in clusters
whereas on the other hand if clustering is not performed then
all the users are associated with eNB. However, we believe
there is a better approach to clustering through user segre-
gation; some users communicate with CHs while being in
clusters, whereas the remaining communicate directly with
the eNB. Nevertheless, as a result of this segregation, only a
certain percentage of users communicate directly with eNB
and the majority of the users still stay in clusters and exploit
D2D communication.

To further elaborate on the proposed concept, let us con-
sider a social gathering, such as a football match. Users
(socially aware nodes) are interested in the same videos of
their favorite players. In a conventional clustering scheme,
all these users sharing a common interest will be considered
for clustering. However, even within a socially connected
group, user segregation needs to take place to enhance the
performance. Hence, in the proposed scheme, there are three

types of users; CHs (responsible for fetching the content from
eNB), cluster members (part of the cluster and receiving the
requested content from CH via D2D), and segregated users
(downloading the content directly from the eNB). Various
studies presented in Table 1 suggest that this user segregation
has not been reported in the literature. In this article, we show
that segregation has a significant impact on the performance
of both individual users as well as the network.

It should be noted that the concept of user segregation is
not specific to any particular application of the D2D clus-
tered network. It can be applied to any clustering scenario
and/or application. However, we have evaluated the proposed
scheme for a content-sharing D2D enabled network. It is also
understood that D2D communication is meant to offload the
central controller and socially connected users are meant to
be in the same group. However, we focus on optimizing the
clustering scenario by introducing the segregation concept.
Moreover, it has been extensively discussed in the literature
that eNBs often have spare capacity [16], [18], [19] and we
are proposing to exploit this capacity leading to better per-
formance and more efficient utilization of resources. Several
research works have exploited the spare capacity to improve
the system’s performance [17], [20], [21], but this concept has
not been considered for clustering.

For the proposed scheme to work, the fundamental task
would be to categorize the users into two groups; one group
contains all the users better served in clusters while the other
group consists of users better off with the eNB. To perform
this segregation, we opt for the Machine Learning (ML)
approach. ML is an ideal tool for the proposed problem
since we take advantage of offline training, without involv-
ing the eNB, making the training, and segregation process
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distributive. The machine learning algorithm employed are:
Support Vector Machine (SVM) [44], [45], Random Forest
(RF)[46], and Deep Neural Network (DNN)[47]. Literature
suggests that SVM and DNN have been widely used for clas-
sification problems [48]. Moreover, the problem discussed
in this manuscript is a binary classification problem which
has found even more applications for SVM and DNN [49].
Specifically, for different applications of wireless networks
from the physical layer to the application layer, SVM and
DNN have been used [50]. Similarly, RF has found many
use-cases for classification and regression problems targeting
wireless networks [48], [51]. The concept of the proposed
scheme; user segregation, utilization of ML algorithms is
shown in Fig. 1.

A. MOTIVATION AND CHALLENGES
It has been well established that clustering improves the
performance of the network. However, the effect of clustering
on the performance of the individual users have not been
investigated. Some users are disadvantaged by being in the
clusters since they can be better served by the eNB. On the
contrary, clustering scenarios considered in the literature
place all the users/nodes in the clusters. Therefore, this study
aims to identify the users better served in clusters and the
rest communicate directly with the eNB. Moreover, the user
segregation should not impact the network latency. Therefore,
ML algorithms that take advantage of offline training are
employed. We demonstrate that such user segregation con-
siderably improves various performance parameters.

To perform the user segregation, training the machine
learning algorithms is the first task. We need a significant
amount of data to train the algorithms. Unlike, other domains
such as image processing, data sets are not publicly avail-
able for wireless networks. Therefore, extensive simulations
are required to generate the training corpus. For a practical
solution, data collection opportunities in a live network to
construct real-world training corpus need to be identified as
well. Later in the subsequent sections, we provide details on
each of these accomplished tasks.

B. CONTRIBUTIONS
The major contributions of our work are as follows:

• A user segregation scheme targeting D2D clustering has
not been reported in the literature. Our work clearly
shows that substantial improvement in terms of through-
put, energy consumption, and fairness can be achieved
as a result of applying user segregation. It should be
noted that we applied this concept to four clustering
algorithms, and it improves the performance of every
algorithm.

• A binary classification model has been designed and
trained to identify the users that should communicate
directly with eNB as opposed to being in clusters.
This model is trained completely offline and therefore
does not increase the workload of the central controller.

Moreover, owing to the offline training, explicit net-
work measurements of the live network are not required.
Therefore, network latency is not substantially affected.

• Multiple machine learning algorithms are investigated to
ascertain their suitability as classifiers for user segrega-
tion. It is found that SVM performs the best, followed
by RF and DNN.

• We have explored and identified various data collection
opportunities in a cellular network for constructing the
machine learning training corpus. These opportunities
are outlined with respect to the segregation problem as
well.

• This work clearly demonstrates the trade-off between
eNB loading and performance improvement. It provides
an opportunity for the cellular networks to select an
improvement factor based on the serving capacity of the
eNB. Moreover, our results also show that binary classi-
fication is adequate, and training a multiclass classifier
is not warranted.

The rest of the manuscript is organized into five sections.
Section 2 presents the rationale for using ML and data collec-
tion opportunities in a cellular network. The system model
is presented in Section 3. The proposed DNN architecture,
utilization of SVM and RF, and all the relevant details of
ML implementation are detailed in Section 4. Results are
provided in Section 5, while the conclusion is provided in the
last section, also discussing future research directions.

II. MACHINE LEARNING FOR CLUSTERING
APPLICATIONS OF NEXT-GENERATION CELLULAR
NETWORKS
As we are moving towards the standardization of 5G,
the focus has shifted towards developing the technologies
necessary to realize the next-generation cellular networks
such as 6G. Besides the improvement in the current tech-
niques, ML approaches have been recognized by many
researchers as a potential tool to provide optimal solutions to
the complexities of the 6G network [52]. It should be noted
that ML algorithms not only deliver network optimization
solutions, they profoundly change the architecture of the
6G network. Therefore, data storage and learning servers
are now an essential part of the cellular network architec-
ture [53]–[58].

Recent works have focused on ML applications of clus-
tered cellular networks [59], [60]. 6G is envisioned to have
various D2D use-cases and research suggests that many of
these applications are better realized by applying clustering
algorithms [61]. A few preliminary studies have shown that
clustering is going to be an integral part of 6G [62]. We have
summarized various ML applications specific to cellular net-
works and clustering in Fig. 2.

Machine Learning has been explored in various wire-
less network applications. Wireless Sensor Networks (WSN)
employ machine learning techniques to adapt to dynamic
environments. WSN utilizes machine learning to optimize
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FIGURE 1. Proposed user segregation before clustering. Segregation is carried out using machine learning and as a result, few users are shown
communicating in clusters whereas the rest communicate directly with the eNB.

FIGURE 2. A range of machine learning applications for cellular networks.

energy consumption, scheduling, routing, and security [49],
etc. Authors in [63] jointly consider cognitive radio and
machine learning to investigate the complex spectrum
requirements of the communication system. The authors
propose a new model of anti-jamming, based on machine
learning. On the other hand, [64] investigates the spectrum
sharing problem. A multi-agent learning framework has been
introduced to optimize the spectrum sharing process.

It is important to note that all these applications of ML can
be realized if we have the data for learning. Data is being
generated by thousands of cellular users each day. Therefore,
data is available and cellular operators (COs) need to make
use of this data.

Owing to the benefits ofML and offline learning, we utilize
ML for the proposed work. It is synergistic to the other ML
proposals as well. However, we are targeting a clustering
application and proposing user segregation for performance

improvement. Moreover, if we consider an online network,
then solving this problem conventionally, without utilizing
the ML, will present an impractical scenario, where the sig-
nalling required to set up an eNB assisted solution would
be unrealistic. Therefore, offline training makes the scheme
distributive and hence, realizable in real-world scenario.

A. DATA COLLECTION FOR MACHINE LEARNING
The data required for ML can be collected by UEs, Core
Network (CN), and the Radio Access Network (RAN) [65].
Fig. 3 presents the details of different data collection sources
within the cellular network [65]. Once the data from different
sources come in, it needs to be processed so that machine
learning algorithms can be designed to improve the perfor-
mance of the network. The data required by the proposed
study to perform the user segregation can be obtained from
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FIGURE 3. Data collection opportunities to construct training corpus in cellular networks.

RAN, mentioned as Source 3 in Fig. 3. The specific details of
the data (input features) are detailed in Section IV.

III. SYSTEM MODEL
We consider a geographical area of 1 sq.km where users
follow a uniform random distribution. The eNB is placed at
the center of the cell. It should be noted that the placement of
the eNB does not affect machine learning since users are ran-
domly distributed and therefore, the distance of users to the
eNB and/or distance of users among themselves is random as
well. Moreover, the geographical location of users for which
the clustering is taking place does not specifically represent a
macro cell or small cell. The concept can be validated for any
scenario since the learning was not subjected to any of these
factors (geographical location of eNB and/or type of cell).

A typical network model is presented in Fig. 4. We assume
that users are interested in certain content. These users are
going to be served in clusters via a CH (UEs shown with red
tops). However, there are certain nodes better served with the
eNB and are communicating directly in Fig. 4 (UEs shown
with blue tops). Moreover, the machine learning aspect is
shown as well, complementing the network model.

The users are represented by the set U , which comprises
of both Cellular User Equipment (CUE) and D2D User
Equipment (DUE), such that, U = 2UD + UC , where 2UD
represents UD D2D pairs and UC are cellular users. All the
list of symbols is summarized in Table 2. We may write the

TABLE 2. List of symbols.

capacity of the system represented by both types of users as;

CU = W
(∑UC

i=1
log2

(
1+ SNRUCi

)
+

∑UD

j=1
log2

(
1+ SNRUDj

))
(1)

where i&j donates indexes of CUEs and DUEs respectively
and W represents the bandwidth of the cellular network.
SNRUCi and SNRUDj represents SNR of the cellular and

D2D users respectively, given by (2) & (3) ;

SNRUCi =
PeNBheNB,UCi

NoB
(2)

SNRUDj =
PTmhUDj ,m

NoB
(3)
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FIGURE 4. The network model supported by machine learning. A separate learning server, linked with core networks, have been considered
an important part of modern cellular networks.

The channel gain h is modelled by a Rayleigh fading channel.
It is important to note that in this study, we encapsulate both
distance-dependent attenuation (i.e. path loss) and shadowing
effect into the channel model. Shadowing is defined by a
Gaussian random variable with a zero mean and standard
deviation σ = 8dB.
As can be observed from (1-3), the sum capacity of a

network depends on the accumulative SNRs of both CUEs
and DUEs. Moreover, if we assume that the transmission
power (of both eNB and DUE) and channel bandwidth are
constant, then the SNR will significantly depend on the chan-
nel between the transmitter and the receiver, which is valid
for both types of users. Nevertheless, it is worth mentioning
that even with the varying transmission power, SNR will be
influenced by the channel conditions. Therefore, the physical
link between the transmitter and the receiver plays a vital role
in determining the achievable data rates. This is important in
selecting the input features for training the classifier.

Our goal is to maximize (1), utilizing the concept of user
segregation, executed by ML algorithms. From a broader
perspective, it is a binary classification problem where a
user needs to be added to either of the two groups i.e. with

eNB or with clusters. To perform this segregation, we utilize
ML classifiers. The target for ML is based on maximizing the
throughput of a particular node. Since we are considering a
multicasting application, it should be noted that within a clus-
ter the maximum achievable rate of cluster member depends
on the worst physical link, to ensure that all the members
receive the required data. In a given cluster k , the achievable
rate of the cluster member mk is be given by (4);

Rmk = Blog2

(
1+

PCH khmk,CH k

NoB

)
(4)

CH k is the cluster head of kth cluster and PCH k represents
its transmission power where hmk,CH k is the worst physical
link of the cluster.

A user is selected for either of the two groups based on
the achievable data rate being higher in that group (i.e. either
with the eNB or the CH) as opposed to being part of the
other group. This fact gives the user opportunity to not only
reduce its energy consumptions but also increase the through-
put fairness of the system. It should be mentioned here that
the ML algorithm is trained offline before it is tested on a
mobile network (or, as in our case tested with the simulation
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TABLE 3. Input features and true labels.

environment). For the classification, we propose to utilize
SVM, RF, and DNN. These algorithms were benchmarked
against four widely used classification techniques and are
found to be superior (please see section V).

IV. PROPOSED MACHINE LEARNING APPROACH
The data generated for the training purpose is obtained via
the simulations. It conforms with different research works
conducted in the field of wireless networks [66]–[68]. It is
explained in [69], that the comparison of different ML algo-
rithms can be made if we have common datasets. However,
while this is true for computer vision, voice, and image pro-
cessing, the wireless communication domain is unfortunately
not having common datasets because it inherently deals with
the data that can be accurately generated by simulations.
However, as discussed in Section II, data is available to the
COs, that could be potentially used to set up common bench-
marks so the effectiveness of the simulation-based training
can be evaluated. The overall learning algorithm is presented
in Fig. 5. The algorithm is trained completely offline. How-
ever, data required (distance and channel conditions) for
an online implementation, are the typical data required for
forming clusters and can be obtained via the D2D discovery
process which takes place before the communication starts.
The details of such relevant process can be found in the
clustering literature (e.g. see [25], [43] that shows network
latency is not impacted significantly.

The selection of input features took place keeping in view
the target of throughput maximization. The details of the
explored ML algorithms including the tuning of hyperpa-
rameters and complexity have been provided in subsequent
subsections and Section V.

A. THE PROPOSED DNN ARCHITECTURE
The proposed architecture is shown in Fig. 6 (a). Utilizing
this architecture, we performed the user segregation for the
proposed scheme. The output of the DNN gives a probability
value, which classifies a node that should be either serviced
by the eNB or the CH. The DNN consist of three layers. The
input layer is termed as LIN , whereas the hidden layers are
termed as LH1,LH2 respectively. The selected features and
dependent vector/label are presented in Table 3.

Before the actual values of the weights can be found,
the weights are randomly initialized from values between
0 and 1. Once the weights are initialized, we move to the first

hidden layer where a dot product of the initialized weights
and bias is performed. It can be represented as the following
equation;

XLH1 = VLIN .WLIN + bLIN (5)

VLIN trepresents the input vector (shown in fig. 6 (a)), bLIN
is the bias and weights are represented by WLIN . Once the
input passes through the first layer, it becomes a neuron to
be processed by the other layers. Now we use XLH1 to pass
through our first activation function i.e. Rectified Linear Unit
(ReLU) [70], which creates the first hidden layer and its
output becomes the input of the second hidden layer.

The output layer of the proposed DNN architecture is
composed of one neuron with the output given by (6).

OutL3 = sig(OutL2.WLH2 + bLH2 ) (6)

(OutL2.WLH2 ) represents the dot product between the input
vector VLH2 (i.e. the data vector from second hidden layer)
and the corresponding weights WLH2 The bias of the second
hidden layer is represented by bLH2 .

OutL3 is the output from the last layer. Sig is the sigmoid
function given by (7).

sig (x) =
1

1− e−x
(7)

It computes the probabilities for the two classes. It can be
mathematically represented as the following:

pout =

{
pcluster if OutL3 > 0.5;
peNB otherwise

(8)

In (8), pcluster represent the nodes that should be in clusters
whereas the nodes that should be served by the eNB are rep-
resented by peNB. Ideally, all the nodes with clusters should
have a probability of 1, and others should have a probability
of zero.

The output that we obtained from DNN is then evaluated
for error. It is calculated using binary cross-entropy. The loss
determines the misclassification between the target and the
predicted one. It should be noted that the simulation enabled
us to possess the target information. The loss function is
evaluated after every training iteration. It is given by (9):

LF (pcluster , peNB) = −
1
N

N∑
i=1

([TrueLabelcluster ] log (pouti)

+ [[TrueLabeleNB]] log (1− pouti))

(9)

The loss function is averaged over all the training samples
N , at the end of each iteration. Once, the first iteration is
complete, we backward propagate our gradient descent to
update our weight parameters.
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FIGURE 5. The learning algorithm flow chart. It should be noted that all the tasks are performed offline except trained model implementation.

B. SUPPORT VECTOR MACHINE
The objective of the SVM is to find an optimal hyperplane
that segregates the input data into two categories [55] (e.g.
whether a particular user should be in the cluster as opposed
to being with eNB). The overall schematic of SVM applied
to the proposed study is shown in Fig. 6 (b).

Each input instance of an SVM, denoted by ISVM , repre-
sents a pair (ai, bi), where ai ∈ Rn is the data instance (shown
in fig. 6 (b)), and bi represents the binary class label (given in
(11)). A class can be characterized as either positive or nega-
tive. Therefore, in this setting, ‘‘nodes with clusters’’ belong
to the positive class while ‘‘nodes with eNB’’ belong to the
negative class. Given this information, we may write the
hyperplane as;

w.ISVM + C = 0 (10)

where the classifier can be defined as;

f (ISVM ) =

{
(w.ISVM + C) , bi < −1

(w.ISVM + C) , bi ≥ +1
(11)

In the above-given equation, w represents attached weights
and C is a constant.

TABLE 4. Comparison of accuracy for different SVM kernel functions.

The performance of the SVM is dependent on the Ker-
nel function. We empirically selected Sigmoid Kernel as it
provided higher accuracy in classifying the users compared
to other functions such as Polynomial, Gaussian, and Radial
basis function, etc. (please see Table 4).

C. RANDOM FOREST
Random Forest belongs to the class of ensemble algorithms
(e.g. bagging and boosting) that utilizes the combination of
trees to increase the accuracy andmake stable predictions. RF
can be used for both classification and regression problems.
In this study, we use RF for the proposed binary classification
problem [71]. The tree ensemble created by RF is trained on
bootstrapped training data. Majority vote of trees decides the
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FIGURE 6. The application of ML algorithms for the proposed user segregation.

classifier output [72]. The classification decision is dependent
on the attribute/feature selection approach. In this work, Gini
Index (GI) has been utilized, which evaluates the impurity of
a feature with respect to the class. GI can be written as given
in (12) [73];

∑∑
a6=b

((f (NSa,TS) / |TS|) ((f (NSb,TS) / |TS|) (12)

where NSa is the node selection class ‘a′ (node belonging to
cluster in this case), TS is the training set. The probability of
the selected node is defined by (f (NSa,TS) / |TS|.
Once the RF is trained on ′N ′ trees, each new dataset is

passed down the trees, and the forest chooses a class based
on the majority vote of trees. As described earlier, we utilize
RF to classify the nodes that should be with eNB as opposed
to being in the clusters. The concept of RF as applied to the
user segregation problem is illustrated in Fig. 6 (c).
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TABLE 5. Simulation parameters.

V. RESULTS & DISCUSSION
We generated 340,000 data sets (with input features men-
tioned in Table. 3), 70% were used to train the model (i.e.
training set) while the remainder 30% is equally partitioned
for testing & validation.

The dataset used for training can be accessed at GitHub
(https://github.com/Saad7861004/Machine-Learning-For-
Wireless-Cellular-Networks.git). A standard technique used
in the literature to define training and testing sets for vali-
dating the learning model is cross-validation [74]. Therefore,
k-fold cross-validation was applied in this study with k= 10,
a commonly used value [75]. Other common values of k such
as k = 3, 5 were explored showing similar trends.

TheML related results such as accuracy, loss, and Receiver
Operating Characteristic curves (ROC) are obtained from
the validation set whereas the test data is used to evaluate
the system’s performance. It should be noted that we are
testing the proposed scheme for a multimedia application
in a multicasting scenario. Users are interested in the con-
tent of size 100kB, following the standard literature [76].
Various user densities have been considered to demonstrate
the performance and effect of increasing density on different
parameters. Moreover, these users are interested in sharing
a common interest. Hence, it does not represent the total
users of a cell. As discussed earlier in this document, as a
result of classification, some users are in clusters whereas
the remaining communicate directly with the eNB. Users in
clusters communicate in D2D mode since the CH fetches
the requested content and delivers it to its cluster members
whereas the rest download the content directly from the eNB.
All the simulation parameters are taken from the literature
[36], [77]–[79]. The parameters of interest are summarized
in Table 5.

A. HYPERPARAMETERS OPTIMIZATION
The objective is to find the optimal solution for each of the
employed ML algorithms. To achieve this goal, we explored
various values of the hyperparameters, mentioned in Table 6,
for each of the classification technique. Literature suggested
that we can exploit the following search strategies to find the
optimal solution. These strategies include; Random Search,
Grid Search, Heuristic, and Exhaustive Search [80].

An extensive study on hyperparameter optimization [81]
suggests that Random Search is a significantly better tech-
nique for various types of data sets as compared to Search
Space, Grid Search, etc. We, therefore, applied Random
Search to optimize the hyperparameters (for all the ML algo-
rithms). We train the learning model using the training data
and use Random Search on k-fold cross-validation to tune the
hyperparameters. It should be noted that many other related
articles targeting wireless network applications are using the
Random Search method for hyperparameters optimization
as well [82]. All the values of hyperparameters are detailed
in Table 6.

B. COMPLEXITY FOR TRAINING THE ALGORITHMS
It is mentioned earlier in Section I that the proposed study
takes advantage of offline training. Only the trained classi-
fier/algorithm will be implemented in a live network. There-
fore, the proposed algorithm training does not affect network
latency significantly. The total execution time for training the
algorithms are detailed in Table 7.

The experiments were performed on a 64-bit Intel 4600
GPU, Core i7-4790 CPU @ 3.60 - 4 GHz processor. The
system had 12 GB of RAM. MATLAB was used for the
training purpose. SVM, RF, andDNN are standard classifiers.
Therefore, the complexity of these algorithms in terms of
hardware requirements and Big O notations can be found in
the literature [83]–[85] and are quoted in Table 7.

C. COMPARISON OF CLASSIFICATION TECHNIQUES
It has been reported in the literature that SVM, RF, and
DNN are useful for classification purposes especially for
applications targeting wireless networks [86]. However, other
classification techniques are available and investigated in this
study as well. The accuracy of each technique is detailed
in Table 8. SVM, RF, and DNN give the best accuracy among
all the classification techniques. In this context, accuracy is
defined as the percentage of correctly classified users. As dis-
cussed in Section III, the target was to select a user for one
of the two groups based on the throughput maximization, and
hence the output of the three algorithms was compared with
true labels to determine the accuracy of the classification.
The results given in Table 8 show that we achieved better
accuracy for SVM as compared to RF and DNN. Moreover,
it is suggested in the literature [85], [87] that SVM and RF
have lower execution time as compared to DNN (supported
by our findings shown in Table 7 as well), therefore they
present lower computational burden on the learning servers
as well.

D. COMPARISON OF ACCURACY AND LOSS OF THE
TRAINED ALGORITHMS
Fig. 7 (a) presents the accuracy of the three algorithms for
testing data against different epochs. It can be observed
that the accuracy of all the algorithms keeps on increas-
ing with the increasing number of epochs. On the other
hand, it can be seen in Fig. 7 (b) that the loss values keep
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TABLE 6. Hyperparameters explored for various machine learning algorithms.

TABLE 7. Comparison of complexity for different machine learning algorithms.

TABLE 8. Comparison of accuracy for different classification techniques.

on decreasing with the increase in the number of epochs
suggesting no overfitting. It is further elaborated in the
next section. The number of epochs were selected to be
150 based on the satisfactory error rate and flattening of
the curves.

E. ROC CURVES
ROC curves, as shown in Fig. 8, demonstrate that the model
is not overfitting as the curves are not all into the left corner.
Since the curves are closer to the true positive axis, therefore,
it shows the false positive rate is well within limits. Moreover,
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FIGURE 7. Comparison of the classification accuracy and loss based on the validation data set.

FIGURE 8. The ROC curves for the trained model.

it can be seen from Fig. 8 that area under the SVM curve is
greater than that of RF and DNN which is another indication
of SVM being more accurate subject to the user segregation
problem.

F. ANALYSIS OF THE PERFORMANCE PARAMETERS
In this section, we explore the impact of the proposed mixed-
mode scheme on the performance of the system. All the
results shown in this section are based on the SVM classifica-
tion since it is shown in the previous section that it produces
the best classification results.

To demonstrate the performance, we have applied the
proposed scheme and segregated the users for four differ-
ent clustering algorithms. It should be noted that since we
are considering different densities of socially aware nodes,
so the number of clusters formed are not fixed. Moreover,
as opposed to existing literature, we are not making an
arbitrary number of clusters rather we are using Calinski-

Harabasz criterion to select the number of clusters for a given
node density [88].

The performance of the proposed scheme is benchmarked
against that of the corresponding standard clustering scheme
that keeps all the users within the clusters. Two of the
benchmarked clustering algorithms represent state-of-the-
art whereas the other two represent the classical cluster-
ing techniques. The classical algorithms, K-Medoids and
Density-Based Spatial Clustering of ApplicationsWith Noise
(DBSCAN) [12] can bewidely found in the literature whereas
the work presented in [31] and [43] are recently proposed
algorithms, in this document, we termed them as ‘‘EBC’’
and ‘‘Multi-Factor’’ respectively. EBC algorithm selects CHs
based on the entropy of betweenness centrality, which con-
siders social-interest and shortest path between the users. The
social factor is also considered inMulti-Factor scheme, which
takes channel conditions as well as the distance between
the users into consideration for selecting CHs and forming
clusters. We deliberately selected these algorithms since they
consider the social interest and it has been shown in the liter-
ature that it improves the performance of the network. There-
fore, the proposed segregation concept is compared with the
best performing algorithms. Our results also highlight that
irrespective of the clustering algorithm, the proposed scheme
significantly enhances the system’s performance.

1) THROUGHPUT
The throughput performance is demonstrated in Fig. 9. The
solid line represents ‘all in clusters’ scenario whereas the dot-
ted line in each case demonstrates the impact of the proposed
scheme. It should be noted that dotted lines represent the
same clustering approach as solid lines, the only difference
is that some users (based on classification) are serviced by
eNB. In the case of classical schemes, at the user density of
one thousand, the percentage increase in the throughput is
approximately 42% and 34% for K-Medoids and DBSCAN
respectively whereas for both other schemes the increase is
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FIGURE 9. Throughput performance: A comparison.

FIGURE 10. CDF of the throughput (100 Users). Similar trends were
observed at other user densities with performance gap more pronounced.

approximately 30%. It is a significant improvement in all
cases. The proposed scheme was able to achieve the best
improvement for K-Medoids since it only considers distance
for clustering users and distance onlymay not be the best met-
ric for clustering since users in proximity may not have the
best channel conditions due to various factors such as shad-
owing. However, in the proposed user segregation scheme,
shadowing was considered for training the algorithms.

The throughput result is further elaborated in Fig. 10. It
represents the Cumulative Distribution Function (CDF) of
throughput benchmarked against MF scheme. We are pre-
senting the result for the MF scheme only since it produces
the best throughput as compared to the other two cases.
It can be seen that the proposed scheme is performing better.
A clear difference in the performance of the users can be seen
at the 90th percentile. Similar trends were observed for all
clustering schemes and for other user densities.

2) ENERGY CONSUMPTION
The result for the energy consumption of the users is demon-
strated by Fig. 11. Downlink energy consumption is consid-
ered in this study. We have utilized the energy consump-
tion model presented in [79]. We assume that the content
demanded by the users is a file of size ‘‘FS’’ bits. Suppose
this file needs to be transmitted from CH k to cluster member
mk having an achievable data rate of Rmk . The time required
to transmit this file is

(
FS
Rmk

)
seconds. Therefore, energy con-

sumption Ek in one of the clusters ′k ′ can be written as;

Ek =
FsPchrx
RCH k

+
FsPCH k

Rmk
+

∑
k6=m
∀m

FsPmrx
Rmk

(13)

Equation (13) represents the sum of three independent terms
where the first term indicated the energy consumed by the
CH to receive data (Pchrx represents the power consumed
by the CH to receive the content from eNB and RCH k is
the achievable rate at the cluster head). The second term
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FIGURE 11. Energy consumption: A comparison.

represents the energy consumed by the CH to transmit the
data to its cluster members (PCH k is the transmit power of
cluster head and Rmk is the achievable rate of cluster member
given in (4)). The sum of the energy consumed by the cluster
members to receive the demanded content is shown by the
last term (where Pmrx represents the power consumed by
the cluster member to receive content from the CH). The
energy model clearly shows that if the file size is constant
(as mentioned earlier it is 100kB), the energy consumption of
the nodes significantly depends on the achievable data rates.
Since the previous result demonstrates that user segregation
improves the individual rates for the users, therefore energy
consumption will be reduced as well. The reduction in energy
consumptions at a user density of one thousand is approxi-
mately 17.67% for K-Medoids, 16.5% for DBSCAN, 14.77%
for EBC, and 13.66% for the Multi-Factor scheme. The CDF
of energy consumption is shown in Fig. 12, for the Multi-
Factor scheme. The performance of the proposed scheme is
better in most of the quartiles.

3) THROUGHPUT FAIRNESS
Jain’s fairness model [89] as defined by (14) has been used to
evaluate the fairness of the scheme.

J (x) =

(∑M
i=1 xi

)2
M
∑M

i=1 x
2
i

(14)

FIGURE 12. Energy consumption CDF (100 Users). Similar trends were
observed at other user densities with performance gap more pronounced.

xi represents the throughput of the ith user, given that there
are totalM users.

The result for throughput fairness is shown in Fig. 13.
At the user density of one thousand, the improvement in fair-
ness is 26.3% for K-Medoids, 26.5% for DBSCAN, 13.5%
for EBC, and 20% for the fourth scheme. Since we have
already shown earlier that as compared to ‘all in clusters’
scenario, user segregation improves achievable rates for a
considerable percentage of users (precisely 20-30% users on
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FIGURE 13. Throughput fairness: A comparison.

FIGURE 14. Throughput fairness CDF (100 Users). Similar trends were
observed at other user densities with performance gap more pronounced.

average), as a result, distribution of throughput among the
users is significantly improved therefore the system is fairer
to the users.

The result presented in Fig. 14 shows the CDF of through-
put fairness for the proposed scheme compared to conven-
tional clustering. It is clear that after the 10th percentile,
fairness for the user segregation scenario is better in all
percentiles. Therefore, better fairness is not achieved by
only favoring a few users while neglecting a large number
of users.

G. TRADE-OFF BETWEEN PERFORMANCE PARAMETERS
AND eNB LOADING
Our simulations suggest that the performance parameters are
getting significantly improved at the expense of eNB loading.
Hence, it becomes necessary to select an appropriate loading
factor depending on the capacity of the eNB. To present
this trade-off, we randomly selected different percentages of
users from the total number of users for which the perfor-
mance was improved as a result of applying user segregation.
We considered one hundred different random combinations,
calculated the performance parameters for each combination,
and then averaged the results. Fig. 15 shows two performance
bounds; an upper bound of performance improvement (top-
most curve, user segregation with 100% loading) meaning
all users who have been identified to be better off with the
eNB are being serviced by the eNB, and the lower bound (not
segregated, all users in clusters). However, we may select a
certain percentage of users according to the spare capacity of
the eNB. The three middle curves represent three different
loading factors, 10%, 50%, and 80% (bottom to top: low
loading, average loading, and high loading) of the total users
for which the performance was improved. Greater the loading
factor, greater is the performance improvement. Therefore,
it presents an opportunity for the cellular network to select a
particular loading factor and trade it off with an improvement
in the performance.

It should be noted that the result shown in Fig. 15 considers
randomly selected users so it might disadvantage some users
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FIGURE 15. Improvement in aggregate throughput for different loading factors.

TABLE 9. Random to best selection: Performance improvement for different parameters.

that are having the best performance. Therefore, to investigate
this, we selected the same percentages for best users (i.e.
the users that have the best improvement of all the users)
and compared the performance with the random selection.
Table 9 shows performance improvement is not significant,
as we change the selection criteria from random to best users.
Moreover, this percentage increase in performance is reported
at a user density of one thousand. Therefore, this improve-
ment will be even less at other user densities considered in this
study. Similar marginal benefits (can be seen in Table 9) were
observed for the other performance parameters i.e. energy

consumption and throughput fairness. Therefore, we can
conclude that a binary classifier is adequate, and training a
multiclass classifier is not warranted.

VI. CONCLUSION
In this paper, we have proposed a mixed-mode clustering
scheme based on user segregation. The concept relies on
the fact that all users should not be part of a cluster as
there are always some users that are better served by the
eNB. We applied ML algorithms to perform this classifica-
tion and compared the accuracy of different classification
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techniques. SVM, RF, and DNN were found to be the most
promising classifiers. The results shown for accuracy and
ROC demonstrate the effectiveness of the trained algorithm
for the proposed scheme. The trained model was tested on a
D2D-enabled content-sharing multicasting scenario. As per
the classification outcome, a portion of the users were directly
fetching the required content from the eNB. The results pre-
sented the impact of the proposed scheme on performance
parameters such as throughput, energy consumption, and
fairness. A comprehensive comparative study was conducted
to demonstrate that irrespective of the clustering technique,
performance gets improved by applying the proposed segre-
gation scheme. Specifically, at a node density of one thou-
sand, throughput gets significantly improved by 42% for
K-Medoids, 34% for DBSCAN, and approximately 30% for
the other two clustering schemes. Energy consumption was
reduced by; 17.67% for K-Medoids, 16.5% for DBSCAN,
14.77% for EBC, and 13.66% for the Multi-Factor scheme.
Throughput fairness showed improvement by 26.3% for
K-Medoids, 26.5% for DBSCAN, 13.5% for EBC, and 20%
for the fourth scheme. As a result of segregation some users
communicate directly to the eNB, therefore we presented
a tradeoff in performance improvement for various loading
factors. The margin of improvement can be selected based on
eNB’s loading capability and spare capacity. This study also
demonstrated that as compared to DNN, Random Forest and
SVM perform better with relatively smaller training samples
subject to classification scenarios.

Going further, it would be interesting to compare the results
with the ones obtained from ML algorithms trained on live
network data. Moreover, the proposed method is evaluated
for multimedia application and it should be explored for other
applications as well.
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