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We present an evolutionary game model that integrates the
concept of tags, trust and migration to study how trust in social
and physical groups influence cooperation and migration
decisions. All agents have a tag, and they gain or lose trust in
other tags as they interact with other agents. This trust in
different tags determines their trust in other players and groups.
In contrast to other models in the literature, our model does not
use tags to determine the cooperation/defection decisions of the
agents, but rather their migration decisions. Agents decide
whether to cooperate or defect based purely on social learning
(i.e. imitation from others). Agents use information about tags
and their trust in tags to determine how much they trust a
particular group of agents and whether they want to migrate to
that group. Comprehensive experiments show that the model
can promote high levels of cooperation and trust under different
game scenarios, and that curbing the migration decisions of
agents can negatively impact both cooperation and trust in the
system. We also observed that trust becomes scarce in the system
as the diversity of tags increases. This work is one of the first to
study the impact of tags on trust in the system and migration
behaviour of the agents using evolutionary game theory.
1. Introduction
The evolution of unselfish behaviour in a population of selfish
individuals has long been the subject of scientific studies in diverse
fields, including social sciences, biology, economics and computer
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science [1]. Evolutionary game theory (EGT) is one of the most used theoretical frameworks in the literature
for understanding how unselfish behaviour, such as cooperation and trustworthiness, emerges from the
interaction of selfish individuals with bounded rationality, particularly in social dilemmas [2].

It can be difficult to build mutual trust among the members in a population because of the high cost
of fully understanding and accurately knowing each other’s willingness to cooperate [3], and this can
influence the evolution of cooperation [4,5]. Various biological and social mechanisms have been
studied in the literature to remedy this, and one of the most popular is the tag-based mechanism.
Tags or labels, which are externally perceptible features that are consistent among groups of animals
or humans, can be used to determine appropriate response strategies in societies [6]. Tags
also provide individuals with information about the characteristics of those belonging to different
groups [7].

Prior studies in the game-theoretic literature have focused on using the tag mechanism to study if
those strategies that determine their actions based on others’ tags (or labels) can promote and sustain
cooperation in a variety of games. These studies have shown that such strategies can indeed promote
cooperative behaviour in games, such as the iterated Prisoner’s Dilemma [8], Snowdrift [9], Commons
Dilemma [10], among others. For example, with a tag-mediated altruism model, Hadzibeganovic et al.
[11] showed that tags can be used as an indirect form of reciprocity, which can then promote
cooperative behaviour. More recent examples of such mechanisms include simple cues such as smiles
to embody information that influences pro-social behaviour in social interactions [12], a third party
controller that observes the interactions and labels the agents as either cooperators or defectors [3],
and a dynamic tag determined by the system age or strategy age [13].

It is also well known that models of cooperation in networks must combine strategy and structural
changes [14]. Santos et al. [15] proposed a model of cooperation in networks that allowed agents to
change both their behaviour and their connections with each other, thus mimicking the concept of
migration. Following this, a number of studies have attempted to understand different migration topics
such as risk-driven migration [16], opportunistic migration [17], expectation-driven migration [18],
immigration and assimilation into the host country’s culture [19], voluntary participation [20] and spread
of group beneficial cultural variants through migration [21] using EGT. Trust and trustworthiness within
networks is another related concept that has become a popular research topic; several studies have
attempted to study the dynamics of trust and trustworthiness using social dilemma game models [4,22–25].

There are, however, only a handful of studies in the literature that integrate the concepts of both tags and
migration. Inone such study,Hadzibeganovic&Xia [26] analysed the impact of tag-based interaction inmobile
technological networks with variable resources, along with the evolution of four strategies in the population.
Similarly, most studies employ tags to determine behaviour in terms of either cooperation or defection (e.g.
[11,27]). Tags have not been used to direct and understand the migration decisions of agents in the
population. Another gap in the literature is that most studies have employed dynamic tags, i.e. the tag of an
agent can change during the simulation, which is akin to perceptions about individuals changing in the
real world. However, in many scenarios, it is not possible to change the tags that the agents are assigned:
for example, their physical attributes, ethnicity, language spoken, among others. Cohen & Haun [28], for
instance, considered the plausibility of tag-based cooperation through linguistic cues such as accents.

In this study, we present a model that integrates the concept of tags—by assigning tags to agents in an
N-player game, and migration. Instead of driving the cooperation/defection decisions of the individuals,
the tags determine the migration decisions of individuals in the population. Agents in the model trust
tags differently based on the results of their interactions with agents belonging to those tags. The
model also includes two layers of social grouping; agents are part of a social network that they use
for learning, and agents are also part of distinct groups that they can migrate to and from depending
upon their game fortunes. As agents interact, they develop varying trust in the different tags [29].
How much agents trust different groups is determined by the composition of the groups in terms of
those tags. This trust value is then used to make migration decisions.

We use the model to understand how the game evolves when considering the basic concepts of tags,
and migration that is determined by trust in groups composed of agents with different tags. In particular,
we attempt to answer the following questions:
— if tags and trust in those tags can impact the level of cooperation in the population without implicitly
or explicitly directing tag-based behaviour among the agents,

— whether the population evolves such that different tags become more trusted than others, throughout
the population,
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— if tags congregate into different groups when allowing migration among different groups based on
the trustworthiness of the group (determined by the composition of tags in the group),

— if migration based on tags and trust in those tags impacts the cooperation inclinations of the players.

The rest of this paper is organized as follows. The model is described in detail in §2. The experimental
set-up and results are discussed in §3. We conclude the paper by presenting our conclusions and
discussing some future research areas in §4.

2. Model
2.1. Game structure
The game is an N-player game comprising non-overlapping groups of agents that are also part of a social
network. Agents can interact with their group members for making migration decisions, and interact
with their connections in the social network for their social learning mechanism. Each agent i has a
strategy si∈ {C, D}, where C and D refer to cooperation and defection, respectively.

A group, g, is a collection of agents, which can represent a geographical entity. An agent belongs to
only one group at any one time, but can migrate to a different group at the next timestep. All groups have
the same number of agents at initialization, but their size, |g|, varies as agents migrate between groups
during the simulation [30]. Group members influence the learning and payoff of their fellow group
members. This division mimics the concept of metapopulation, in which the population is allocated
into more than one spatially separate subpopulation [31].

Similarly, all agents in themodel are part of a social network. The agents are the nodes of the social network
and the edges represent their connections. All edges are bidirectional and the number of edges connected to
each agent is dependent on the type of network. Agents use the social network for social learning during
the evolution of the game. They socially adapt by selectively imitating the actions of their connections in the
network (see §2.4 for further information). In contrast to the dynamic nature of the groups, the social
network is static, i.e. the network and its connections remain constant throughout the simulation.

2.2. Trust dynamics of the game
Each agent i is assigned a tag, τi, at the beginning of the simulation. The different tags in the system are
fixed at the start of the simulation as T ¼ ðt1, t2, . . . , tQÞ, where Q is the number of tags in the game. Tags
represent the concept of social categorization, which is a natural cognitive process that humans use to
place individuals into social groups [32].

Algorithm 1. A general overview of the simulation.

1: initialize all agents
2: assign tags to agents
3: assign agents to groups
4: assign agents to nodes of a network
5: repeat
6: for all agent i [ f1, . . . ,Ng do
7: make move si [ fC,Dg
8: end for
9: for all group g [ f1,. . .,Gg do
10: calculate payoffs for members ▹ see §2.3
11: end for
12: for all agent i [ f1,. . .,Ng do
13: update status
14: update trust in tags ▹ See §2.2
15: attempt migration ▹ See §2.5
16: end for
17: for all group g [ f1, . . . ,Gg do
18: update status
19: end for
20: until timestep < timestepmax
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Agents do not keep track of their trust in each individual agent, but only their trust in the different
tags in the game. Therefore, when deciding whether an agent, i, can be trusted, other agents will consider
only their trust in its tag, τi. As a result, an agent will have equal trust in all agents with the same tag.

The trust of a focal agent in each tag is updated at each timestep t based on the previous interactions
of the focal agent’s interactions with other agents belonging to that tag. This is proportional to the payoff
of the agent and the population of the different tags in the agent’s group. More specifically, the trust
function of any agent i in tag τ at time t is calculated as [29]:

ft
i,t ¼ ð1� mÞ � ft�1

i,t þ m � pti �
jttgj
jgti j

, ð2:1Þ

where μ is the decay value in the range [0,1] that determines how much of the previous trust value is
retained, pti is the payoff of agent i at timestep t, jgti j is the population of agent i’s group g at timestep
t, and jttgj is the number of agents with tag τ in group g at timestep t.

An agent’s trust in a group, including its own group, is dependent on the composition of different
tags in that group, and is calculated as follows:

ft
i,g ¼

P
t[T jttgj � ft

i,t

jgtj , ð2:2Þ

where T is the set of all tags, ttg is the population of tag τ in group g at timestep t, ft
i,t is the trust of agent i

in tag τ at timestep t, and |gt| is the population of group g at timestep t.
000
2.3. Payoff calculation
The collective benefits of the efforts put forth by all agents can be enjoyed by every agent regardless of its
actions. The cost of cooperation is, however, paid only by the cooperators. The payoff, pti , of focal agent i
at timestep t is, therefore, calculated using a Fermi rule [33] as follows [34]:

pti ¼
b � jgtCj � c�ðjgtj�1Þ

jgtC jþ1 , for cooperators

b � jgtCj, for defectors,

(
ð2:3Þ

where b and c are the benefit of cooperation (per agent) and the overall cost of cooperation, respectively;
|gt| and jgtCj are the group’s population and the number of total cooperators in the group, respectively, at
timestep t. Values of the parameters for the game must fulfil b > c > 0. The dilemma strength [35,36] in the
game is thus quantified by r = c/b. Increasing c and decreasing b lead to a stronger dilemma; conversely
decreasing c and increasing b lead to a weaker dilemma.

However, there are situations in the real world where a minimum effort is required for some benefit to
be achieved from the cooperative effort. An example is the case of flood protection where a minimum
number of individuals are required to set up an artificial dam (for flood protection) [37]. If the
required minimum number of individuals do not participate in the task, none of the agents (including
the free-riders) receive any benefit. To this end, our model includes a threshold ratio, 0 <m≤ 0.5, such
that for a group of size |g|, any benefit is achieved only if the number of cooperators, |gC|, is at least
dm � jgje. Now, an agent’s payoff, when the threshold is not met, is calculated as

pi ¼
�c � ðjgj�1Þ
dm � jgje for cooperators,

0 for defectors:

(
ð2:4Þ

Even though all the groups initially have the same size, over the course of the simulation, the
population of groups varies due to migration. Since an agent’s payoff is dependent on the number of
agents it interacts with (in this case the group members), the absolute payoff is biased towards agents
with a higher number of connections, i.e. agents that are members of larger groups [38]. Therefore, an
agent’s payoff is normalized on a scale of 0 to 1 based on the minimum and maximum possible
payoffs in the group as follows:

pi ¼ pi � pmin

pmax � pmin
, ð2:5Þ

where pi, pmin and pmax are the absolute, minimum and maximum possible payoff values in the group,
respectively. In any group, the minimum possible payoff is obtained by an agent, if it is the only
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cooperator in the group. Similarly, the maximum possible payoff is obtained by an agent, if it is the only
defector in the group.

2.4. Agent strategy update
At the end of each timestep, after all agents have calculated their payoffs, each agent has an opportunity
to update its strategy based on its payoff and its neighbours’ payoffs in the social network. The strategy
update follows an evolutionary procedure based on imitation of neighbours and can be interpreted as
information exchange in a social learning process [39]. The agents’ actions follow a simple rule of
conditional imitation: randomly pick a fellow group member or a connection in the social network,
and conditionally imitate their last action (at timestep t− 1) in proportion to their payoff. The
probability of imitating the randomly chosen agent is determined using the Fermi rule as follows:

m ¼ 1

1þ e�bðpt�1
o �pt�1

i Þ , ð2:6Þ

where μ is the probability of imitating the last action of the chosen agent, β is the background noise (set to
1 in this study), pt�1

i is the current agent’s normalized payoff, and pt�1
o is the other agent’s payoff at

timestep t− 1.

2.5. Agent movement
Individual agents can migrate to another group from their current group to escape from untrustworthy
neighbours/groups and to seek more trustworthy neighbours/groups. Migration decisions are made by
individual agents at the end of each timestep. An agent considers migrating to another group if its trust
in the current group is less than its trust threshold, bf, which is a value in the range [0,1] and is set once at
the start of the simulation. bf is the same for all agents. Based on the restrictions on minimum and
maximum allowed group sizes (see §2.1), migration away from the group is also forbidden if the
group only has the minimum required members, and in-migration is not allowed if the destination
group already has the maximum allowed members. The destination group can be any group that has
as a member any of the focal agent’s connections in the social network. This allows the population of
groups to fluctuate during the simulation.

Some previous studies have demonstrated how different migration preferences can have varied
influence on the evolution of cooperation [40]. Inspired by this, in this study, we use and compare
three different methods for selecting the migration destination. These methods are described below:

Random Destination Selection (RDS). In this method, a random destination is selected from the list of
available destinations. Once a destination has been selected, the agent migrates to that destination if
it is accepting new members.

Proportional Group Trust based Selection (PGT). This is a more restrictive version of the Random Selection
method. Once a potential destination is randomly selected, the focal agent i can move from its current
group g to the destination group g0 with a probability, ω, dependent on the agent’s trust in both groups
using a Fermi rule as follows:

v ¼ 1

1þ e�gðfi,g�fi,g0 Þ , ð2:7Þ

where γ is the background noise (set to 1 in this study); and ϕi,g and ϕi,g0 are agent i’s trust in its current
group and the destination group, respectively.

Most TrustedGroup Selection (MTG). In thismethod, an agent selects the group it trusts themost from the list of
available groups formigration.Asdiscussed in §2.2 an agent’s trust in a groupdependson the composition
of different tags in that group and the agent’s level of trust in those tags (see equation (2.2)).

3. Analysis of the results
3.1. Experimental set-up
We conducted extensive simulations to study the relationship between cooperation, trust and migration,
as well as the impact of trust thresholds, number of tags, and the number of groups on the level of
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Figure 1. Levels of cooperation, migration and global trust across different values of the cost-to-benefit ratio, r. The number of tags
|T| = 2, f̂ ¼ 0:5, û ¼ 0:5, the initial size of all groups is 10, and the PGT method is used by the agents to select their migration
destination; ‘cooperators’ and ‘migrators’ refer to the proportions of agents who cooperated and migrated, respectively, in the
timestep; ‘trust’ refers to the average of the trust of all agents in their group in the timestep. These results show high levels
of cooperation being retained for all levels of r, and an inverse relation between migration and trust.
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cooperation, migration and trust. All experiments were repeated across the spectrum of cost-to-benefit
ratio r∈ [0 · · · 1]. The population of each group was restricted by 2≤ n≤ 0.25 ·N, where N is the
population size. Setting the minimum size of a group to two ensures that each agent has at least one
interaction partner. Similarly, the maximum group size restriction helps avoid the congregation of all
agents in one group.

The trust threshold is defined from the set {0.1, 0.3, 0.5, 0.7}. The Barabasi–Albert preferential
attachment algorithm [41] was used to implement the scale-free social network for the experiments.
This algorithm adds new nodes to the network one at a time, and each new node is connected to M
existing nodes with a probability that is proportional to the number of links the existing nodes
already have. The higher the value of M, the higher the density of the network. In our model, M = 8.
All simulations were run for 5000 timesteps, with a population of 1000 individual agents. Each
simulation was repeated for 50 independent Monte Carlo (MC) realizations.
3.2. Cooperation, migration and trust for different r values
We conducted the first set of experiments with two tags, a cooperation threshold, bu, of 0.5, and four
values of bf (0.1, 0.3, 0.5, 0.7). The PGT method was used by all agents to select the migration
destination. Our previous study had shown that high levels of cooperation threshold can promote
cooperation in N-player social dilemma games [16]. Groups had an initial population of 10 agents,
meaning that there were 100 groups throughout the population (since groups need to have at least
two members).

Figure 1 shows the percentage of cooperators, migrators and the level of global trust in the population
at the end of the simulations. The global trust is the average of the trust of all agents in their group.
The results show that we were able to promote and retain high levels of cooperation for all levels of r
(>65% agents were cooperators). There was only a �10% reduction in the level of cooperation as the
game difficulty progressively increased from r = 0 to r = 0.9.

We can also observe from figure 1 an inverse relationship between the levels of trust in the system
and the percentage of the population that were migrating at each timestep. This is expected, since
agents decide to seek migration to other groups when their trust in their group falls below the trust
threshold, bf. System-wide trust and migration levels were almost constant from r = 0 to r = 0.3; there
was a sharp change for r = [0.4, 0.7], and both values stabilized when r≥ 0.7. As the game difficulty
increased, global trust fell from greater than 0.6 to ≈0.38. Similarly, whereas less than 15% of the
population were migrating when the game was easiest, more than 35% of them were migrating when
the game was the most difficult. Based on this observation, from this point onwards, we will only
analyse the level of trust in the system, knowing that the level of migration would be inversely
proportional.
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The above results also show a weak correlation between the level of global trust and cooperation in
the system. The correlation is stronger when the game is easier, but as the game difficulty increases, the
correlation is weaker. The results also indicate that, as cooperation decreases, more agents look to
migrate.
3.2.1. Impact of trust thresholds

We conducted further experiments to analyse the impact of different trust thresholds. Figure 2 shows
different levels of cooperation and global trust obtained with different values of trust thresholds.

The results in figure 2 show that higher thresholds lead to higher levels of cooperation; bf ¼ 0:1
provided only �60% cooperation when the game was easiest, whereas this was �80% for th = 0.7.bf ¼ 0:5 and bf ¼ 0:7 provided the best results, with bf ¼ 0:7 doing slightly better. However, the
difference between the levels of cooperation seen with the two values gradually disappeared as r
increased (i.e. the game became more difficult). Similarly, we can see that bf ¼ 0:5 promoted the
highest level of global trust. When bf was too low (0.1), global trust was the lowest. However, an
interesting observation is that when bf ¼ 0:3 or 0.7, i.e. equidistant from 0.5, the global trust was
almost identical. We can conclude from these results that a central value of trust threshold is ideal for
promoting global trust.
3.2.2. Impact of group sizes

We repeated the above experiments with two more initial group sizes: 50 and 100. Given that the total
population is always 1000, these group sizes correspond to 20 and 10 groups in the population,
respectively. While the population of groups can fluctuate due to migration, the number of groups
will remain constant (see §2.5). Figure 3 shows the levels of cooperation and trust obtained with
different initial group sizes.

The results in figure 3 show that when there are more groups (i.e. smaller group sizes), higher levels
of cooperation and trust can be achieved. However, even with only 10 groups (a relatively large group
size of 100), we had >60% cooperators in the population. Regarding trust, as the game became more
difficult, global trust declined, except in the case of 10 groups. There were only marginal differences
in the levels of trust in the system for all initial group sizes when the game was most difficult. As the
game gets more difficult, more agents migrate, which leads to a decline in the trust (see §3.2). With
more options available with smaller groups (i.e. more groups), this reversal is expected.
3.3. Migration decisions
In this section, we analyse two migration related decisions and their impact on the levels of cooperation
and trust in the system. The first decision determines how long an agent has to wait before migrating
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again, and the second decision is related to the selection of the migration destination. These are discussed
in detail in the following subsections.

3.3.1. Impact of waiting before migrating again

In the experiments reported so far, no restrictions were placed on how soon agents were able to migrate
again after the previous migration. Here, we study if asking agents to wait for a while before migrating
again might have any impact on the levels of cooperation or trust in the system. We compared the earlier
results with those obtained by forcing agents to wait for at least two or five timesteps before they were
allowed to migrate again. The results of these comparisons can be found in figure 4.

We see from figure 4 that, when r was low, the wait period had almost no impact on the level of
cooperation compared to not waiting before migrating again. As the game difficulty increased, having
to wait for two timesteps before migrating led to lower levels of cooperation. The difference is more
noticeable in the case of global trust, where not having to wait before migrating again leads to higher
global trust.

3.3.2. Migration destination selection methods

All agents decide to seek migration if their trust in their group is below the trust threshold. Once the
decision has been made, we have so far used only one method (PGT) to select the migration
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destination. In this section, we analyse the impact of using different destination selection methods on
both the levels of cooperation and trust in the system. We compare the three destination selection
methods described in §2.5.

The levels of cooperation and trust in the system obtained with different destination selection
methods are shown in figure 5. Generally, there is no difference in the level of cooperation obtained
by the RDS and PGT methods: they mostly provided >70% cooperation even as the game difficulty
increased. The MTG method did not perform very well, however, and the level of cooperation ranged
between 41 and 50% for different levels of game difficulty. The global trust obtained with the most
trusted group method was similarly significantly less than that achieved with proportional group trust
and random methods.

We suspected that the MTG method did not perform as well because the population might have
evolved to have some large groups and many very small groups, situations where the action is a coin
toss. We analysed the distribution of group sizes for all three methods, and the results are plotted in
figure 6. The results show that, with the MTG method, most groups had the minimum number of
agents (2), since most agents migrated to a few groups that were regarded as ‘most trusted’
neighbouring groups. However, in the case of the PGT and RDS methods, most group sizes were
close to the mean group size (10), and only a few were large groups. Inferring to levels of cooperation
obtained with these methods, it appears that a more uniform distribution of group sizes, or a uniform
distribution of agents in groups within the population, is more conducive to the promotion of
cooperation.

Both RDS and PGT methods randomly select a destination group, but PGT is more restrictive because
the trust in the destination group has to be more than the current group. Since agents seek migration only
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when they do not have enough trust in the current group, not allowing agents to migrate immediately
leads to lower trust.

These observations are in line with the earlier results that showed that disallowing migration
immediately after migrating in the previous timestep led to deterioration in the trust (see §3.3.1). The
level of trust is the lowest with the MTG method. Even though agents always migrate once they have
decided to seek migration with this method, as discussed above (figure 4), this leads to many very
small groups and a few large groups. It appears that this skewed distribution is not conducive to
promoting trust in the system.

Therefore, we can conclude from the above discussion that two conditions are required for promoting
high levels of cooperation and trust in the system: agents should be allowed to migrate once they do not
have enough trust in their group, and the destination selection method should be able to maintain a
relatively uniform distribution of group sizes.
3.4. Impact of having different number of tags
We conducted experiments with different numbers of tags |T| = {2, 5, 10} to study if the number of tags
has any impact on both the level of cooperation and trust in the system. The results for these experiments
are shown in figure 7. From the figure, we see that the number of tags has a minimal impact on the level
of cooperation, whereas its impact on the level of global trust is significant. The higher the number of tags
in the system, the lower the overall system trust.

We further analysed the results to check if different tags can evolve to have different levels of
cooperation, or if different tags were trusted differently by the agents in the population. Figure 8
shows violin plots for the levels of cooperation and trustworthiness of different tags, for the
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simulation with two tags. We can see from the results that the two tags had different levels of cooperation
and trustworthiness for all levels of game difficulty. While these differences might be minor, the
observations are consistent in all cases and indicate that the tags always evolve to have different levels
of cooperation and trustworthiness. We also repeated the above analysis for five tags to corroborate
our intuition that tags evolve to have different levels of cooperation. Figure 9 shows the distribution
of the levels of cooperation for all five tags for all levels of game difficulty. These results also show
that all tags had diverse levels of cooperation. Therefore, we can conclude that the tags evolve to have
different levels of cooperation and trust in the simulation.
3.5. Relationship between groups and tags
The final study we did was to check if agents with a particular tag would be concentrated in a particular
group, or if they would be distributed evenly across different groups. Agents do not have any preference
for groups with their own tags when they migrate. The decision is made based on how much they trust
that group. In order to find out if agents with the same tag were congregating within certain groups, we
analysed the percentage of a tag’s total population across all groups at the end of the simulation.

Figure 10 shows a histogram plot for the percentage of a tag’s total population found in each group
when the number of groups was 10, trust threshold was 0.5, migration wait period was 0 and the PGT
destination selection method was used. We can see from the figure that a vast majority of any tag’s
population within a group was in the range 8–12%, meaning that the tag population was evenly
spread across the groups. This was true when comparing either different number of tags or the two
destination selection strategies: PGT and RDS. Note that the MTG destination selection strategy was
not used in these comparisons because, as discussed in §3.3.2, with MTG, the population would be
distributed into many very small groups and a few very large groups.
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We also analysed the distribution of different tags within each group. Figure 11 shows a histogram
plot of the standard deviations of all tags’ populations within each groups, for simulations with
different numbers of tags (2, 3, 5). We can see from the plots that all tags were generally evenly
distributed within different groups. Based on this information and that in the previous paragraph, we
can conclude that, in our simulations, agents with different tags do not congregate in certain physical
groups; they are uniformly distributed across all groups.
4. Conclusion
In this paper, we presented an N-player evolutionary game model that integrates tags, trust and
migration to study how trust in our social and physical groups might influence our cooperation and
migration decisions. Our model is able to promote and retain high levels of cooperation in almost all
cases of the simulation. High levels of trust are also obtained under various game settings, though
this level varied more than the levels of cooperation. The results indicate that the integration of trust
and tags, together with controlled migration, is generally conducive to promoting high levels of
cooperation among the population.

We observed that curbing the migration decisions of agents, either through destination selection
methods or by asking them to wait for a while before migrating again, can impact both the levels of
cooperation and trust in the population. As the game became more difficult, making agents wait
before migrating again led to significant drops in cooperation. This suggests that allowing agents to
seek better options through migration is an important factor for promoting cooperation and trust.
Similarly, having a more uniform distribution of group sizes, i.e. fewer extremes in terms of group
sizes, through more balanced destination selection methods also led to higher levels of cooperation
and trust in the population.

In the simulation, an agent’s actions were not determined by its tag: however, we observed that tags
evolved to have different levels and distributions of cooperators and trustworthiness. This shows that
even if we create artificial labels and tags in a society, over time those labels might evolve to have
different attributes as a whole.

The number of different tags in the system does not impact the levels of cooperation, but impacts the
level of trust. The model has no explicit relationship between tags and cooperation and no relationship
evolved during the simulation. As for the overall trust in the system, it is easier to promote trust in tags
when there are fewer of them. When there are more tags, most probably due to the diversity in the
system, it becomes difficult to promote trust. Finally, we also observed that all tags are generally
uniformly spread across different groups, and there were only minor variations in the diversity of any
group’s populations in terms of different tags.

In our current model, all agents use the same destination selection method and have the same level of
trust threshold that determines when they seek migration. They also use the same method to determine
their cooperation/defection actions. In the future, we plan to study how the model would evolve when
there are variations between individuals within the population [42], for example, when there are different
methods and destination selection methods competing with each other in the population, or when agents
have varying degrees of trust thresholds. Moral preferences, both personal and social, have recently been
proposed for explaining unselfish behaviour [1]. We also plan to explore how the diffusion of such
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preferences among interconnected networks through migration might impact the evolution of
cooperation and trust in those networks of individuals.
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