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1  |  INTRODUCTION

The continued increase in CO2 concentration in the atmosphere 
has led to concerns about climate change impacts on nature and 
human societies. Hence, many governments and companies 

are taking action to curb CO2 emissions. In its fifth assessment 
report, the IPCC identified that bioenergy can play a critical 
role in climate change mitigation, as part of the low‐carbon re-
newable energy mix required to reduce greenhouse gas (GHG) 
emissions (IPCC, 2014). Bioenergy can be produced from 
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Abstract
Ongoing concern over climate change has led to interest in replacing fossil energy 
with bioenergy. There are different approaches to quantitatively estimate the climate 
change effects of bioenergy systems. In the present work, we have focused on a range 
of published impact assessment methods that vary due to conceptual differences in the 
treatment of biogenic carbon fluxes, the type of climate change impacts they address 
and differences in time horizon and time preference. Specifically, this paper reviews 
fifteen different methods and applies these to three hypothetical bioenergy case stud-
ies: (a) woody biomass grown on previously forested land; (b) woody biomass grown 
on previous pasture land; and (b) annual energy crop grown on previously cropped 
land. Our analysis shows that the choice of method can have an important influence on 
the quantification of climate change effects of bioenergy, particularly when a mature 
forest is converted to bioenergy use as it involves a substantial reduction in biomass 
carbon stocks. Results are more uniform in other case studies. In general, results are 
more sensitive to specific impact assessment methods when they involve both emis-
sions and removals at different points in time, such as for forest bioenergy, but have a 
much smaller influence on agricultural bioenergy systems grown on land previously 
used for pasture or annual cropping. The development of effective policies for climate 
change mitigation through renewable energy use requires consistent and accurate ap-
proaches to identification of bioenergy systems that can result in climate change miti-
gation. The use of different methods for the same purpose: estimating the climate 
change effects of bioenergy systems, can lead to confusing and contradictory conclu-
sions. A full interpretation of the results generated with different methods must be 
based on an understanding that the different methods focus on different aspects of 
climate change and represent different time preferences.
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woody crops on short or long rotations, from annual crops such 
as corn, wheat or sugar cane, or from various organic residues. 
It may be used in a range of ways, including in solid form to 
supply heat or electricity, or as a liquid transport fuel (Creutzig 
et al., 2015). Globally, biomass is the most significant non‐fos-
sil source of energy. Biomass supplies about 10% of global 
energy needs (IEA, 2017), and various policy initiatives in a 
number of countries aim to further bolster that contribution.

Bioenergy systems vary widely, in terms of the crop type 
(sugar, starch, vegetable oil, grass, lignocellulosic) and the 
land‐use system that supports it (cropping, forestry), as well 
as the conversion technology (combustion, pyrolysis, fermen-
tation, transesterification, etc.) and final energy product pro-
duced (bioethanol, biodiesel, electricity, heat). There is also 
significant variability in the specific agroclimatic conditions 
in which the crops are grown and the subsequent links in the 
value chain (e.g., processing and transport). Inherently, these 
differences lead to a wide range of results for climate change 
effects of bioenergy systems (Creutzig et al., 2015). Results 
also vary because of the methodological choices adopted 
in the modelling of different systems (Brandão & Cowie, 
2015; Chum, Faaij, Moreira, & Junginger, 2011; Lamers & 
Junginger, 2013; de Rosa, Pizzol, & Schmidt, 2018).

A systematic approach based on Life‐cycle assessment 
(LCA) has shown that the climate assessed mitigation poten-
tial of bioenergy systems depends on a range of methodolog-
ical choices (Breton, Blanchet, Amor, Beauregard, & Chang, 
2018; Cherubini et al., 2009; Helin, Sokka, Soimakallio, 
Pingoud, & Pajula, 2013; Lamers & Junginger, 2013; Røyne, 
Peñaloza, Sandin, Berlin, & Svanström, 2016), such as se-
lection of reference land uses (Koponen, Soimakallio, Kline, 
Cowie, & Brandao, 2018), system modelling approach (attri-
butional or consequential, which determines which activities 
are included within the system boundary, including indirect 
land‐use change) and impact assessment method. These 
methodological choices and assumptions have led to a wide 
divergence among published studies assessing the effective-
ness of bioenergy for climate change mitigation (Brandão & 
Cowie, 2015; Zanchi, Pena, & Bird, 2012). One aspect that 
has received only scant attention in the past is the sensitivity 
of climate impact results to the impact assessment method 
applied (Breton et al., 2018; Helin et al., 2013; Levasseur  
et al., 2016; Plattner, Stocker, Midgley, & Tignor, 2009; Røyne 
et al., 2016), and the present paper focuses on that aspect.

1.1 | Impact assessment methods for 
assessing climate change effects of GHG fluxes
The climate change mitigation value of bioenergy ultimately 
rests on its ability to deliver end‐use energy with lower cli-
mate impacts than its fossil energy counterparts. However, the  
climate system response varies over time and space (Zanchi  
et al., 2012), and there is not a single indicator that can capture 

this variability (Allen et al., 2016; Cherubini, Fuglestvedt,  
et al., 2016). A variety of methods have therefore been de-
vised that take different approaches to quantifying various 
aspects of climate change (Helin et al., 2013; Levasseur et al., 
2016; Plattner et al., 2009).

Impact assessment methods are surrogate measures for 
quantifying the climate change effects of an activity or prod-
uct. They express relationships between variables, such as 
between CO2 emissions and radiative forcing. They are used 
to implicitly relate easily quantifiable physical perturbations 
(e.g., carbon stock changes) to some facet of climate change 
impacts (e.g., temperature change). Impact assessment meth-
ods thus use various tractable biophysical effects, deemed to 
relate to ultimate impacts, to derive values that consumers 
or policymakers can use to compare and choose between, 
different options. All impact assessment methods should be 
underlain by a transparent theory that relates the method to 
ultimate climate change impacts.

Several different approaches have been used to quantify 
climate change impacts in the assessment of bioenergy sys-
tems. Different impact assessment methods represent differ-
ent mid‐point or endpoint impacts in the cause‐effect chain 
(e.g., carbon stock changes, cumulative radiative forcing or 
various aspects of temperature changes). Some of these im-
pact assessment methods deal explicitly with the effect of 
timing of GHG emissions and credit delayed emissions or 
temporary carbon sequestration and storage in different ways 
(Lamers & Junginger, 2013; Levasseur et al., 2016; de Rosa 
et al., 2018; Røyne et al., 2016).

This paper summarizes 15 different climate change impact 
assessment methods and presents a comparison of the results 
obtained when applying these impact assessment methods to 
three simplified bioenergy systems that differ in the timing and 
magnitude of emissions and removals. For some impact assess-
ment methods, we also show the results of constituent compo-
nents for the method (Climate Change Impact Potentials) or 
illustrate it with different parameter values (O'Hare) or present 
two interpretations of the same method (Moura‐Costa).

1.2 | Summary of climate change impact 
assessment methods
In this section, we give a brief description of each of the 
15 methods applied. These descriptions are complemented 
by the respective mathematical expressions given in the 
Supporting Information (Appendix S1) that details the appli-
cation of these methods to the simplified bioenergy systems. 
These 15 methods were originally devised to assess: (a) rela-
tive climate effects of different GHGs (100‐year integrated 
radiative forcing using GWPs, Temperature changes at year 
100 using GTPs); (b) credits from temporary carbon storage 
in land‐use projects (Moura‐Costa, Lashof); (c) climate ef-
fects due to changes in terrestrial carbon stocks (Average C 
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stock approach, Müller‐Wenk and Brandão, C balance indi-
cator); (d) temporally distributed emissions in LCA and car-
bon footprinting (Clift and Brandão, ILCD, TAWP, Dynamic 
LCA, GWPbio, CTP, O'Hare); and endpoints (CCIP).

1.2.1 | 100-Year integrated radiative forcing 
using GWPs
The Global Warming Potential (GWP) is defined as the time‐
integrated radiative forcing due to a pulse emission of a given 
GHG, relative to the pulse emission of an equal mass of CO2 
(Myhre, Shindell, & Bréon, 2013). Radiative forcing decreases 
over time in line with the decrease in atmospheric CO2 con-
centration caused by CO2 uptake by the oceans and biosphere. 
For our calculations of the GWP and other impact assessment 
methods discussed below that also use the decay curve of at-
mospheric CO2, we used the most recent reparameterization 
resulting from the multi‐model analysis performed by Joos et 
al. (2013). GWP thus quantifies the total energy added to the 
climate system by a pulse emission of the added GHG. It is the 
default method recommended by the International Organisation 
for Standardization for carbon footprinting (ISO, 2013).

In our calculation here, we assigned a GWP of 1 to all 
carbon dioxide emissions (fossil or biogenic) and −1 to CO2 
sequestration, regardless of the timing of their occurrence 
(the GWP value for CO2 is, by definition, always 1 irrespec-
tive of the time horizon, for example, 20, 100, 500 years). In 
the present work, we focus only on carbon dynamics and do 
not consider the effects of other GHGs. It is noteworthy that 
GWPs are calculated based on cumulative radiative forcing 
over 100 years from the time of emission, thereby applying a 
sliding window, implying that this method gives equal weight 
to an emission whenever it occurs.

1.2.2 | Temperature changes at year 100
The Global Temperature change Potential (GTP) has also 
been presented by the IPCC. It quantifies the effect of GHG 
emissions on the global temperature at a specified future 
time (Myhre et al., 2013; Shine, Fuglestvedt, Hailemariam, 
& Stuber, 2005). Temperature change is thus one step fur-
ther along the cause‐effect chain than radiative forcing, and 
is, thereby, more closely related to ultimate climate change 
impacts. However, that also introduces a higher degree of 
calculation uncertainty related to the details of calculating fu-
ture temperatures. It also raises the fundamental question of 
whether the temperature experienced on one particular date 
in the future is an adequate measure of climate change im-
pacts, or whether other temperature‐related functions might 
also be important in reflecting climatic impacts. As opposed 
to the method above (100‐year Integrated Radiative Forcing 
using GWPs), we used a fixed window for the impact as-
sessment period, that is, we did not use the time‐independent 

factors (GTPs). Temperature changes resulting from forest 
carbon stock changes are treated identically to those resulting 
from fossil fuel substitution. GTPs have been calculated here 
based on the original concepts of the assessment method. 
Details of those calculations are given in Supporting infor-
mation (Appendix S1).

1.2.3 | Moura-Costa
In the IPCC special report on Land Use, Land‐Use Change 
and Forestry (IPCC, 2000), two tonne‐year approaches were 
presented that specifically aimed to account for the climate 
benefits of temporary carbon storage. The first of those, the 
Moura‐Costa method (Moura Costa & Wilson, 2000), sets 
out an approach to calculate an equivalency factor between 
cumulative radiative forcing and temporary carbon storage. 
The integral of the CO2 decay curve (Joos et al., 2013) of a 
pulse emission of 1 tCO2 over 100 years is 52.4 tonne‐years. 
The Moura‐Costa method assumes that sequestering and 
storing one tonne of carbon dioxide for 52.4 years (or 52.4 
tCO2 over 1 year) and then emitting it back to the atmosphere 
provides a climate benefit equivalent to avoiding the emis-
sion of one tonne of fossil CO2 (i.e., −1 tCO2).

This can then be used to determine the effects of tempo-
rary carbon storage as –0.019 tCO2 (=1/52.4) per CO2 tonne‐
year of actual storage. The equivalence factor of 0.019 is then 
used to quantify the benefits associated with sequestration 
and temporary storage. This method calculates a credit for 
sequestered carbon of less than or equal to 100% of its actual 
radiative forcing. If the storage period exceeds 52.4 years, 
credits are capped at 100% (Brandão, 2012).

Further, there are two possible interpretations of this 
method: (a) in the original interpretation (Noble, Apps, & 
Houghton, 2000), the calculated credit was applied only for 
additional carbon sequestered by the project, (e.g., a reforesta-
tion project); and (b) in a more recent interpretation (Brandão 
et al., 2013), the carbon flow is weighted relative to its tim-
ing: the further from the beginning of the time horizon, the 
larger the deduction incurred (of around 2% per year). This 
deduction is applied equally to all net emissions, including 
those of carbon already present in the terrestrial ecosystem 
at the commencement of a project. The latter interpretation, 
therefore, applies the credit also for delayed emissions. We 
have applied both approaches to our case studies, denoted as 
Moura‐Costa‐1 and Moura‐Costa‐2. Credits from fossil fuel 
substitution are independent from the timing of their occur-
rence in Moura‐Costa‐1 but not in Moura‐Costa‐2.

1.2.4 | Lashof
Like the Moura‐Costa method, the Lashof method (Fearnside, 
Lashof, & Moura‐Costa, 2000) provides a way of assessing 
the benefits of carbon storage in terms of tonne‐years, but 
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it uses a different basic concept. This method assesses the 
impact of temporary carbon storage by considering it to be 
equivalent to delaying a CO2 emission until the end of the 
period over which biospheric carbon is stored. It equates the 
benefits of temporary carbon storage with the radiative forc-
ing that is avoided over the assessment horizon.

The method integrates the CO2 decay curve (Joos et al., 
2013) over the assessment horizon to give cumulative forc-
ing in tonne‐years. As mentioned above, the integral is 52.4 
tonne‐years over 100 years. To assess the benefits of carbon 
storage for a period of time, the curve is shifted such that the 
emission is delayed by the corresponding number of years in 
storage. The portion of the curve that shifts beyond 100 years 
is no longer considered, and the area under this portion of 
the curve corresponds to the assumed benefits associated 
with delaying the emission (or storing carbon). Delaying the 
emission of 1 tCO2 by 1 year reduces cumulative forcing over 
100 years by 0.4 tonne‐years, which corresponds to an emis-
sion credit of about 8 kg (0.4/52.4) of CO2. In other words, for 
a time horizon of 100 years, the storage of 1 tCO2 for 1 year 
equates to an avoided emission of 8 kgCO2. Emission delays 
for longer periods earn increasingly larger credits. Several 
subsequent impact assessment methods (Clift & Brandão, 
Dynamic LCA—see below) use further refinements of the 
Lashof method.

1.2.5 | Average carbon stocks approach
Kirschbaum et al. (2001) and Cowie, Kirschbaum, and Ward 
(2007) introduced the simple notion of using time‐aver-
aged carbon stocks as a method for carbon accounting. This 
method, seen as equally applicable for national‐ and project‐
scale accounting, is based on assessing the time‐averaged 
carbon stocks under different land‐use systems, and debits/
credits are based simply on the difference between those 
averages under different land uses or land management sys-
tems. This method smooths out the temporal fluctuations in 
C stock in a managed forest. An increase/decrease in average 
C stocks is treated as a removal/emission that can be equated 
with avoided CO2 emissions from fossil fuel displacement.

1.2.6 | Müller‐Wenk and Brandão
The Müller‐Wenk and Brandão method (Müller‐Wenk & 
Brandão, 2010) is based on the Moura‐Costa‐1 method, but 
uses a 500‐year time frame, over which the integral for a 
pulse emission of 1 tCO2 is 183.6 tonne‐years CO2. To ad-
dress the reversible nature of biogenic carbon emissions, it 
calculates a duration factor by taking the mean fraction in 
the atmosphere of 1 tCO2 emission from fossil fuel combus-
tion over 500 years. This is used as the basis for calculating 
the atmospheric lifetime of carbon released from biogenic 
sources, resulting in fossil‐combustion‐equivalents. It applies 

to all CO2 fluxes from and to the biosphere and deals with 
temporary storage like the Moura‐Costa‐1 method, with the 
difference that the equivalence factor is –0.005 tCO2 per CO2 
tonne‐year of storage (1/183.6).

1.2.7 | Carbon balance indicator
The Carbon Balance Indicator method, described by Pingoud, 
Ekholm, and Helin (2016), is defined as the ratio of the dif-
ference in terrestrial C stocks and cumulative fossil fuel sav-
ings from bioenergy use. The method essentially compares 
the gain in cumulative savings in fossil fuel emissions against 
any carbon debt from reduced biospheric carbon stocks. If 
carbon stocks are increased over the assessment period, the 
change in carbon stocks becomes a benefit additional to sub-
stitution of fossil fuels. Thus, the results, as for other meth-
ods, depend on the timing and duration of the assessment 
period.

1.2.8 | Clift and Brandão
The Clift and Brandão (2008) method is based on the Lashof 
method and treats delayed GHG emissions by excluding radi-
ative forcing outside the 100‐year assessment period. Unlike 
the Lashof method, calculations are applied consistently to 
any biogenic and fossil fuel GHG flow, not only CO2 seques-
tration, and can be used for both a single‐pulse GHG release 
and for ongoing release over extended periods. These ex-
pressions have been incorporated into the BSI/Carbon Trust 
PAS 2050 specification for carbon footprint calculation (BSI, 
2008) as an optional approach to quantify the effects of tim-
ing of GHG emissions. Brandão (2012) calculated a set of 
credits/factors for emissions relative to the time by which 
they are delayed.

1.2.9 | ILCD
The International Reference Life Cycle Data System (ILCD) 
handbook (European Commission, 2010) recommends that, 
in addition to the use of GWP100, all biogenic carbon fluxes 
(both emissions and removals) should be accounted for by 
using a set of specified rules. In general, it recommends that 
the impact of temporary carbon storage and delayed emis-
sions should be excluded unless their accounting is the spe-
cific focus of a project, in which case it recommends that all 
net fluxes, whether from biogenic or fossil origins, should be 
treated in the same way. For calculating credits for delayed 
emissions or temporary storage, it recommends the use of a 
100‐year time horizon and to simply subtract 1/100 of the 
emission for each year of storage or emission delay. Any de-
layed GHG emission is multiplied by its GWP100, but that is 
reduced by the number of years of delay and its linear coef-
ficient (1/100).
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1.2.10 | Time correction factors and time‐
adjusted warming potentials (TAWP)
Kendall, Chang, and Sharpe (2009), Kendall (2012) proposed 
two approaches intended to retain the CO2 equivalent unit 
common to LCA practice and GHG emission policies, while 
capturing the effects of timing of GHG fluxes. They devised 
two alternative scaling factors to modify GWP calculations: 
time correction factors and time‐adjusted warming potentials 
(TAWP). Both approaches use relative cumulative radiative 
forcing as the basis of calculation and were developed with a 
focus on minimizing barriers to adoption for non‐expert prac-
titioners. The time correction factors were first proposed in 
the context of indirect land‐use change (iLUC) emissions re-
sulting from biofuel projects (Kendall et al., 2009). The fac-
tors illustrated and corrected the undervaluing of the impacts 
of iLUC emissions due to the practice of amortizing these 
emissions.

Kendall (2012) then presented a more complex version 
of the factors for emissions, credits and variable time frames 
in the context of life cycle‐based vehicle emission regula-
tions. Kendall and Yuan (2013) apply this approach to bio-
energy systems. The TAWP calculates time corrected CO2 
equivalent emissions directly and has been made available 
as an open‐source tool intended for use in LCA calculations 
(Kendall, 2012).

Here, we have illustrated only the TAWP—updated with 
the most recent reparameterization of the CO2 decay curve 
(Joos et al., 2013). We did not cover time correction factors 
as they were developed for the narrow case of amortized 
emissions, while the TAWP can be applied to GHG fluxes 
occurring throughout a life cycle using any chosen analyti-
cal time horizon, and both methods share the same focus on  
cumulative radiative forcing.

1.2.11 | Dynamic LCA
The Dynamic LCA method of Levasseur, Lesage, Margni, 
Deschênes, and Samson (2010) is numerically identical to the 
earlier Clift and Brandão (2008) method, where emissions 
are characterized with respect to their timing. In the Dynamic 
LCA, any CO2 fluxes are time explicit. The method quanti-
fies and sums radiative forcing resulting from all life cycle 
emissions and removals attributable to an activity over any 
chosen time horizon. The main purpose of the development 
of the dynamic LCA method was to explicitly present radia-
tive forcing over time so that LCA practitioners could see its 
temporal evolution and perform their own chosen analyses 
without being restricted to arbitrarily chosen time horizons. 
The method has been applied in an assessment of biofuels 
(Levasseur et al., 2010), an afforestation project (Levasseur, 
Lesage, Margni, Brandão, & Samson, 2012) and the LCA 
of a wood product in which the method was compared with 

other carbon accounting approaches (Levasseur, Lesage, 
Margni, & Samson, 2013).

1.2.12 | GWPbio
Cherubini, Peters, Berntsen, Stromman, and Hertwich (2011) 
developed characterization factors specific for CO2 emissions 
from biomass combustion in order to account for the impact 
of temporary biogenic carbon release before re‐sequestra-
tion during plant regrowth. With the GWPbio method, the 
processes removing CO2 from the atmosphere are modelled 
through the use of convolution integrals, resulting in impulse 
response functions (IRFs) for bioenergy CO2 emissions that 
are similar to those used for other GHGs. Emission metrics 
like the commonly known GWP, GTP, etc., can thus be con-
sistently computed and used to directly convert emission 
flows to CO2‐equivalents (Cherubini, Bright, & Stromman, 
2012). In this approach, the carbon sink from forest regrowth 
is integrated with other C cycle components to model the cli-
mate system response to an emission. This means that the 
CO2 sequestration by plant regrowth must not be reported as 
an inventory item to prevent double counting, as it is included 
in the associated characterization factor. This approach has 
been used in various LCA applications of bioenergy and 
biomass systems (Bruckner et al., 2014; Cherubini, Bright,  
et al., 2012; Cherubini, Stromman, & Hertwich, 2011; Guest, 
Cherubini, & Stromman, 2013a, 2013b). Simple equations 
are made available to compute these characterization factors 
on the basis of biomass rotation periods and forest residue 
removal rates Cherubini, Huijbregts, et al. (2016).

1.2.13 | O'Hare
O'Hare et al. (2009) introduced the notion of explicitly in-
cluding time preference into climate change impact assess-
ments that have variable time profiles. Discounting is an 
explicit way of dealing with time by giving greater weight 
to near‐term costs and benefits and assigning continuously  
decreasing weight to more distant ones. This explicit dis-
counting of impacts contrasts with all other methods applied 
here, although the other methods also implicitly include a 
simple type of “discounting” of emissions by excluding any 
impacts beyond the end of a certain time horizon.

The use of economic concepts (like discounting for time 
preference) is uncommon in environmental assessments like 
carbon footprinting. Their use is controversial as discussed 
in a number of papers (Nordhaus, 2007; O'Hare et al., 2009; 
Stern, 2007; Sterner & Persson, 2008), including a special 
IPCC report on accounting methods (Plattner et al., 2009). 
To date, no consensus has been reached on the appropriate-
ness of including discounting in environmental assessments. 
While O'Hare et al. (2009) introduced a methodology for time 
discounting, they, too, did not suggest appropriate discount 
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values to use. The O'Hare Method calculates radiative forcing 
resulting from the net effect of GHG emissions and removals 
in every year. In the present work, we then applied (tradi-
tional exponential) discount rates of 0%, 1% and 5% to cal-
culate discounted results over a 100‐year assessment period.

1.2.14 | Climate change impact potentials 
(CCIPs)
Kirschbaum (2003, Kirschbaum, 2014) described three differ-
ent kinds of climate change impacts: impacts related directly 
to future temperatures (e.g., heat wave impacts), impacts re-
lated to the rate of warming (e.g., for ecological or societal 
adaptation) and impacts related to cumulative warming (e.g., 
sea‐level rise). It is generally accepted that all three kinds 
of impacts are important (Fuglestvedt et al., 2003; Tanaka, 
Peters, & Fuglestvedt, 2010), and Kirschbaum (2014) de-
veloped an approach by which they can be calculated and 
combined into a single index, termed Climate Change Impact 
Potential (CCIP).

In essence, this approach first involves calculating the tem-
perature, rate of warming and cumulative warming for each 
year over a defined assessment horizon, such as 100 years, 
and under a chosen background emission scenario, such as 
RCP 6.0. Any bioenergy project then leads to changes in the 
climatic factors underlying the three different kinds of im-
pacts, leading to newly assessed impacts. These additional 
impacts are summed over the assessment horizon to give 
marginal net impacts due to any activity.

Marginal climate change impacts can then be compared 
between different activities like pulse emissions of different 
GHGs (Kirschbaum, 2014) or bioenergy use (Kirschbaum, 
2017). The approach allows comparison of marginal climate 
change impacts resulting from different activities, such as 
using bioenergy or generating the same amount of end‐use 
energy from burning fossil fuels (Kirschbaum, 2017).

1.2.15 | Climate tipping potential (CTP)
The Climate Tipping Potential (CTP) is based on the notion 
that there are thresholds or tipping points in the global cli-
mate system (Lenton et al., 2008) that need to be avoided to 
prevent detrimental climatic changes (Jørgensen, Hauschild, 
& Nielsen, 2014, 2015). A threshold can also be a politically 
set maximum climatic change level. The climate change 
threshold is quantified as a maximum temperature increase, 
for example, 2°C, expressed as a corresponding atmospheric 
CO2 concentration. The method then calculates the capacity 
of the atmosphere to absorb GHG emissions without exceed-
ing the tipping point, and any emission is assessed against 
that remaining capacity. When the global temperature is 
still significantly below a threshold temperature, any extra 
emissions uses a relatively small fraction of the atmosphere's 

remaining capacity to remain below the threshold level. As 
one gets closer to the threshold, the remaining capacity of the 
atmosphere diminishes and correspondingly greater weight 
is given to additional emission units. As the CTP method is 
meant for assessing impacts related to staying below a spe-
cific target, emissions/removals occurring after passing of 
that threshold are not included. This is a direct consequence 
of the target focus, which is absent from other methods, and 
the CTP method should be used only to assess the impact 
related to staying below a threshold. Thus, the CTP method 
is intended to be used in conjunction with methods for assess-
ing long‐term climate change impacts, such as GWP, with a 
sufficiently long assessment period, in order to transparently 
include a focus on both the target and long‐term impacts.

In this study, we assumed a temperature increase thresh-
old of 2°C above preindustrial levels. As the CTP metric 
addresses radiative forcing levels, this temperature thresh-
old is expressed in terms of an atmospheric GHG concentra-
tion of 450 ppm CO2‐eq. (Jørgensen, Hauschild, & Nielsen, 
2014), with the argument that below this atmospheric GHG 
concentration level, there is at least a 50% chance of stabi-
lizing the climate at the 2°C temperature increase (Hare & 
Meinshausen, 2005; Marchal et al., 2012; Schneider et al., 
2007).

2 |  MATERIALS AND METHODS: 
APPLICATION OF IMPACT 
ASSESSMENT METHODS TO 
BIOENERGY CASE STUDIES

This section demonstrates the application of the 15 impact as-
sessment methods to three simplified hypothetical bioenergy 
systems that differ in their temporal profile of CO2 emissions 
and removals. We apply the impact assessment methods to 
estimate the climate change mitigation potential of each case 
study. For simplicity and transparency, we include only CO2 
emissions and removals, to elucidate differences in the results 
that are caused by differences between the various methods. 
Specifically, we analyse the following:

1. a forest grown for bioenergy over a 25‐year rotation, 
replacing a carbon‐rich mature forest;

2. a forest grown for bioenergy as in Case Study 1, but estab-
lished on pasture land; and

3. an annual energy crop, grown on previous cropland.

The reference scenarios (baselines) use the three respec-
tive systems with stable carbon stocks (mature forest, pas-
ture or cropland) producing no bioenergy. They represent 
different profiles in terms of initial biospheric carbon stocks 
and cumulative biomass produced, as well as the timing of 
carbon flows. The case studies are chosen to highlight the 
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differences between the impact assessment methods and 
are not intended to represent any specific actual systems. 
Thus, results from this study should only be used for mak-
ing comparison between the different assessment methods, 
but are not intended to infer the climate change effects of 
actual bioenergy systems.

Case Study 1 starts with a carbon‐rich forest containing 
200 tC/ha in above‐ground biomass (Figure 1a), while Case 
Studies 2 and 3 include no initial biomass. The harvested 
biomass is assumed to substitute for fossil fuels with 50% 
efficiency. That means that 1 tC from harvested biomass can 
generate the same amount of end‐use energy as 0.5 tC fossil 
fuels. This factor has also been called “displacement factor” 
(Schlamadinger & Marland, 1996) and is a key factor deter-
mining the overall benefit of using bioenergy. Substitution 
efficiencies vary widely depending on energy and carbon 
contents of different bioenergy products and fossil fuels 
and their conversion efficiencies to useable end‐use energy 
(Davis, Anderson‐Teixeira, & DeLucia, 2009; Ioelovich, 
2015). The 50% substitution efficiency also incorporates 
emissions associated with bioenergy supply chains, such 
as from fertilizer, harvesting and transport of biomass, and 
correspondingly for fossil fuels, from mining and transport. 
In addition, we assume that 25% of above‐ground biomass 
(representing leaves, small branches, stumps, etc.) remains 
unutilized in the forest as slash.

A simple growth model is used to quantify above‐ and 
below‐ground live biomass (Kirschbaum, 2017). At har-
vest, living roots became dead roots. Dead roots and slash 
remain in the forest and decompose exponentially over 
time, thereby releasing their stored carbon (Repo, Tuomi, 

& Liski, 2011). We assume that soil carbon remained con-
stant in each case.

Table 1 shows the values of the parameters adopted for 
the case studies.

In the reference scenarios, it is assumed that fossil fuels 
are used to generate the same amount of end‐use energy as 
could be generated from the bioenergy options. For the bio-
energy production system, the changes in biospheric carbon 
stocks are included in the calculation of net CO2 emissions 
in accordance with the requirements of the different impact 
assessment methods. The difference in CO2 fluxes between 
the bioenergy and fossil fuel systems are then used to calcu-
late marginal changes in atmospheric CO2 concentration, ra-
diative forcing and temperature over time. This provides the 
relevant input information for the different impact assessment 
methods. Additional details of the case studies and specific 
calculations for each of the impact assessment methods are 
given in the Supporting information (Appendix S1).

We do not include effects of other greenhouse gases, 
albedo or other biogeophysical effects that affect climate 
forcing, nor do we include indirect land‐use change. These 
factors can strongly influence the results of an assessment 
of climate change impacts of bioenergy systems (Cherubini, 
Bright, et al., 2012) and should be included in studies that 
aim to comprehensively quantify the climate change effects 
of bioenergy. They are not included here because of the ex-
clusive focus of the present work on a comparison between 
different assessment methods.

The different impact assessment methods use differ-
ent functional forms and express their findings in differ-
ent units. Hence, in order to standardize the comparison of 

F I G U R E  1  Changes in biospheric 
carbon pools over time for the three 
bioenergy case studies (a–c) and the 
corresponding cumulative fossil fuel 
use substitution benefit from the use of 
bioenergy (d–e). Note that different scales 
are used for the different case studies and 
for forest C stocks and saved fossil fuel 
emissions in the different panels. Panels a 
and d refer to Case Study 1, panels b and e 
to Case Study 2 and panels c and f to Case 
Study 3
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734 |   BRANDÃO et Al.

impact assessment methods, we use two key indices for each 
method. These indices are the Carbon Neutrality Factors, 
CNe (Schlamadinger, Spitzer, Kohlmaier, & Lüdeke, 1995; 
Zanchi et al., 2012), and the Bioenergy Mitigation Potential, 
BMP. The CNe compares bioenergy and fossil fuels use, in 
each case normalized to the same amount of end‐use energy, 
and defined as:

where Cb is a measure of the climate effect related to the 
CO2 emissions per unit of land used for bioenergy produc-
tion, and Cf is the climate effect of the corresponding CO2 
release through fossil fuel use. Both measures are quanti-
fied for the generation of the same amount of end‐use en-
ergy. Among the different impact assessment methods, the 
assessed measure of the climate effect could be changes 
in carbon stocks, radiative forcing, temperature, a mea-
sure of ultimate climatic impacts (as the ultimate impact 
end points) or an index related to the proximity to specific 

tipping points in the climate system. In all cases, we fol-
lowed the rules and equations that are presented in the pub-
lications that describe each method. All case studies span 
100 years.

If the resultant values of CNe are negative, it indicated that 
bioenergy use would result in worse climate outcomes than 
the use of fossil energy (within the limitations of the study). 
Positive values between 0 and 1 indicate that the use of bio-
energy leads to better climate outcomes than the use of fos-
sil fuels, but still resulted in adverse biospheric carbon stock 
changes compared with the reference case. Positive values 
greater than 1 indicate that bioenergy use not only has better 
climate outcomes than the use of fossil fuel, but leads to C 
sequestration benefits in addition to the generation of end‐use 
energy without burning fossil fuels.

Negative values can arise from the conversion of a car-
bon‐rich forest to a bioenergy plantation if cumulative fossil 
fuel substitution benefits are insufficient to compensate for 
the loss of forest carbon stocks. The value can be around 1 
for the use of agricultural crops on former agricultural land, 

(1)CNe =1−Cb∕Cf

25‐year rotation 
replacing mature 
forest

25‐year rotation 
replacing  
pasture

Crop 
replacing 
crop

Management parameters

Rotation length (years) 25 25 1

Initial age (years)a 1,000a 0 0

Initial biomass above‐ and 
below‐ground (tC/ha)

250 0 0

Gaps between rotations (year)b 1b 1 0

Ecophysiological parameters and properties of the production system

Biomass retained as slash (% of 
above‐ground biomass)

25 25 25

Biomass used for bioenergy (% 
of above‐ground biomass)

75 75 75

Substitution efficiency (%) 50 50 50

Root:shoot ratio 0.25 0.25 0.25

Root decay (% per year) 5 5 75

Slash decay (% per year) 6.67 6.67 100

Parameters of the growth equation

Bmax (tC/ha) 250 250 250

k1 (per year) 0.03 0.03 0.04

k2 1.1 1.1 1

Emergent property

Above‐ground biomass at 
harvest time (tC/ha)c

96 96 8

Details of all calculation are given in Supporting information (Appendix S1).
aThis notional age simply means that the stand has reached maximum carbon stocks. bAssumes that there is a gap 
year between rotations, hence a year without carbon increment. cWith the parameters and rotation lengths used, 
the stated above‐ground biomass results. 

T A B L E  1  Parameters used for the 
case studies
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   | 735BRANDÃO et Al.

where only minor changes in biosphere carbon stocks are in-
volved; values can be greater than 1 where forests are planted 
on former cropland, and where increasing on‐site carbon 
stocks add to the overall benefit.

We also use a second index, the Bioenergy Mitigation 
Potential, BMP, which compares the fossil energy displace-
ment benefit of bioenergy production per unit land area with 
the effect of saving one unit of fossil fuels at the beginning of 
the assessment period. Hence, BMP is defined as:

where Cff(1) is the calculated effect arising from the emission 
of 1 tC of fossil fuels emitted in year one of the calculation 
period, and Cf has been defined above. This index provides 
a measure of the mitigation value of using 1 ha of land for 
bioenergy production for 100 years, compared with the effect 
of saving the emission of 1 tC of fossil fuels in year 1.

3 |  RESULTS

Figure 1a–c show biospheric carbon stock changes under 
the three bioenergy case studies, and Figure 1d–f show the 
corresponding CO2 savings due to fossil fuel substitution. 
At harvest times, all trees or bioenergy crops are cut, with 
75% of above‐ground biomass harvested and removed while 
25% remained on site as slash, and live roots became dead 
roots. Dead tree roots and retained slash on the forest floor 
then decay slowly over time. The key features of the three 
systems are that Case Study 1 is characterized by an initial 
loss of biospheric carbon that is gradually offset through 
forest regrowth and accumulating fossil fuel substitution at 
each harvest. In Case Study 2, increases in biospheric car-
bon stocks add to the benefit of fossil fuel substitution, and 
in Case Study 3, biospheric carbon stocks remain at an un-
changed low level so that neither gains nor losses play an 
important role.

Specifically, in Case Study 1 (Figure 1a), there is a large 
initial carbon loss when the mature forest is harvested. 
Thereafter, the forest is regrown and repeatedly harvested at 
25‐year intervals, leading to accumulating fossil fuel substi-
tution benefits (Figure 1d). The pattern is similar for Case 
Study 2, apart from the absence of the initial harvest and its 
associated carbon losses (Figure 1b, e). In Case Study 2, there 
are thus three harvests over the 100‐year simulation period, 
whereas there are four harvests in Case Study 1, with the next 
harvest scheduled just beyond the assessment horizon. Case 
Study 3 has only minor changes in stand biomass (Figure 1c) 
but a steadily increasing amount of fossil fuel substitution 
due to annual biomass harvests (Figure 1f).

The 15 impact assessment methods are applied to each 
of the three bioenergy case studies. Figure 2 shows the 

comparison for all three case studies. Results are expressed 
as Carbon Neutrality Factors for each method applied here 
(see Methods in Section 2.1). Details of the calculations of 
each impact assessment method are given in the Supporting 
information (Appendix S1).

3.1 | Forest after forest
The strongest contrast between impact assessment methods 
is seen in Case Study 1, where the different impact assess-
ment methods generate a wide range of Carbon Neutrality 
Factors, ranging from about –0.6 under the O'Hare (5%) and 
–0.5 under the Moura‐Costa‐2 method to about 0.67 under 
the Lashof, and 0.74 under the Müller‐Wenk and Brandão 
method, with some other methods giving values of about 0.4 
to 0.5. Other methods give values that are spread somewhere 
between these extremes. It is interesting that nearly the wid-
est divergence is calculated between the two interpretations 
of the same method (Moura‐Costa).

This comparison shows the wide range of apparent po-
tential climate change mitigation benefits that can be esti-
mated by simply focusing on different aspects of climate 
change. Those aspects range from a simple balance of car-
bon flows to effects to radiative forcing and temperature, 
either in instantaneous or integrated form, with varying 
treatments of time. The selected methods also embed dif-
ferent value‐based choices or conceptual interpretations to 
the same underlying bioenergy scenario. Approaches de-
veloped in the 1990s to credit carbon storage in products 
were based on simplified constructs, while more recent 
methods encapsulated a more realistic representation of the 
physical climate system. Application of the former to bio-
energy systems is risky, because they were not specifically 
developed to assess bioenergy CO2 emissions, unlike some 
of the newer methods.

For the calculations shown here, all methods use the same 
information about the bioenergy system being modelled, with 
the same carbon flows (emissions and removals) available to 
all methods. The difference between methods lay solely in 
how this information is used and interpreted. In understand-
ing these differences, it is important to keep in mind that Case 
Study 1 is characterized by a large initial carbon loss (Figure 
1a) that is eventually counterbalanced by accruing benefits 
from fossil fuel substitution (Figure 1d). The extent of that 
counterbalancing depends on the calculation procedure used 
by each method.

The largest positive Carbon Neutrality Factors is calculated 
with the Lashof method (0.67), whereby the assessed bioen-
ergy benefit is calculated on delayed carbon fluxes from forest 
regrowth, as earlier carbon flows count more than later ones. 
The value is relatively large because the total carbon stored in 
all carbon pools on the regrown plantations following forest 

(2)BMP=Cff (1)∕Cf
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736 |   BRANDÃO et Al.

conversion amount to average carbon stocks of about 85 tC/
ha, or around 8,500 tC‐year/ha over 100 years, which, together 
with the fossil fuel substitution, largely counterbalance the ini-
tial carbon loss through harvest of the original forest.

A high value is also calculated with the Global 
Temperature change Potential (GTP). In this case, it is at-
tributable to the specific interaction between the timing of 
carbon emissions, feedbacks via the carbon cycle and the 
GTP's exclusive focus on temperature changes at the end of 
the assessment period. In Case Study 1, carbon is released 
at the initial harvest at the start of the 100‐year assessment 
period. That allows much of the carbon to be absorbed by the 
oceans so that only half of it still resides in the atmosphere 
at the end of the 100‐year assessment period when its effect 
on temperature is calculated. In contrast, savings from fos-
sil fuel substitution accumulate from the bioenergy from the 

four harvests over the 100‐year period, leaving less time for 
carbon cycle feedbacks to reduce that beneficial effect. The 
actual temperature is therefore significantly reduced at the 
end of the assessment period. While this reduction is accom-
panied by temporary temperature increases at intermediate 
times within the assessment period, those increases make no 
impact contribution as the method focuses exclusively on the 
endpoint temperature.

The largest negative Carbon Neutrality Factors is calcu-
lated with the O'Hare method using a 5% discount rate. In this 
case, the large negative value is due to the full counting of the 
large initial carbon loss combined with substantial discount-
ing of the subsequent gains through fossil fuel substitution. 
With a 5% discount rate, neither fossil fuel substitution nor 
biospheric carbon stock changes beyond the first rotation sig-
nificantly contribute to these calculations.

F I G U R E  2  Carbon Neutrality 
Factors calculated with different impact 
assessment methods for the three case 
studies (a) bioenergy forest replacing 
carbon‐rich forest; (b) bioenergy forest 
replacing pasture; and (c) annual energy 
crop on previous cropland. Higher numbers 
correspond to more beneficial assessments 
of the bioenergy option. Numbers greater 
than 0 mean that the bioenergy scenario is 
better than the use of fossil fuels. A value 
of 1 implies that the bioenergy scenario 
is completely carbon neutral, with neither 
positive nor negative additional carbon 
stock implications. Numbers greater than 
“1” imply that the bioenergy scenario has 
direct carbon storage benefits in addition 
to fossil fuel substitution benefits. For the 
O'Hare method, calculations are shown with 
discounting of 0%, 1% and 5% to calculate 
net present values. For Climate Change 
Impact Potentials, values are given for the 
integrated measure and separately for the 
three constituent impacts, direct warming 
(CCIP‐T), rate‐of‐warming (CCIP‐∆) and 
cumulative warming impacts (CCIP‐∑)
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We also calculate a large negative value (–0.5) for the 
Moura‐Costa‐2 method. It is unexpected how different this 
calculated value is compared with the Moura‐Costa‐1 method 
(see above), which reflects fundamentally different interpre-
tations of essentially the same method. In the Moura‐Costa‐2 
method, emissions from fossil fuels and the biosphere are 
treated consistently, whereas in the Moura‐Costa‐1 method, 
credits are given only to additional carbon sequestration. The 
large negative value results because the method accounts 
fully for the large initial carbon loss incurred during the ini-
tial harvest, but it only accounts for half the fossil fuel benefit 
realized over the full 100 years, as flows are weighted as 0 
after 53 years (Brandão et al., 2013; Supporting information 
Appendix S1), essentially excluding the large fossil fuel sub-
stitution benefit over the second half of the 100‐year period.

Relatively large negative values are also calculated for 
cumulative warming impacts as part of the Climate Change 
Impact Potential calculations (CCIP‐∑). Cumulative warm-
ing is a relevant measure for impacts such as sea‐level rise. 
This calculation essentially retains a memory of any warming 
or cooling over any part of the assessment period. In Case 
Study 1, the initial emission of forest carbon leads to an in-
crease in atmospheric CO2 concentration and consequent 
warming. Fossil fuel substitution benefits eventually lead to 
a reduction in atmospheric CO2 concentration and cooling at 
that time. However, that cooling is insufficient to completely 
negate the warming during the earlier period so that cumu-
lative warming impacts are still larger than those from fossil 
fuel‐based energy production.

For the other two impact types that together constituted 
the Climate Change Impact Potential—direct warming im-
pacts and rate‐of‐warming impacts—calculated impacts 
over the 100 years are very close to 0 so that the average 
of the three impact types is only slightly negative. This 
contrasts with the calculations based on Global Warming 
Potentials, Average Carbon Stocks, and Carbon Balance 
Indicator impact assessment methods, which ignore the 
timing of emissions on radiative forcing leading to fairly 
large positive numbers.

3.2 | Forest after pasture
Figure 2b shows the results of the impact assessment meth-
ods for Case Study 2. This case study differs from Case  
Study 1 in that it starts with low biospheric carbon stocks so 
that the growth of a bioenergy plantation generates benefits 
through increasing biospheric carbon stocks (Figure 1b) in 
addition to fossil fuel substitution (Figure 1e). Consequently, 
all impact assessment methods calculate Carbon Neutrality 
Factors greater than 1 (Figure 2b). The lower variance of 
calculated factors for Case Study 2 than for Case Study 1 
means that conclusions drawn about the merits of bioenergy 
compared with the use of fossil fuel‐based energy are less 

strongly affected by the choice of method for Case Study 2 
than for Case Study 1. While for Case Study 1, the choice 
of impact assessment methods could result in bioenergy 
being judged to be anything between highly beneficial to det-
rimental, for Case Study 2, all impact assessment methods 
lead to beneficial assessments, although numerically Carbon 
Neutrality Factors still range substantially (Figure 2b).

The highest Carbon Neutrality Factors are calculated for 
the O'Hare method, with a 5% economic discount rate and 
the Moura‐Costa‐2 method. Calculated numbers are so large 
because the early increase in biospheric carbon stocks when 
a new forest is planted on agricultural land is valued very 
highly under both impact assessment methods, whereas the 
later fossil fuel substitution is of lesser importance so that 
the ratio of adjusted biospheric carbon gain to the fossil fuel 
substitution benefit is particularly high.

Lowest values are calculated under the Müller‐Wenk 
and Brandão method. Under the Climate Tipping Potential 
method and the particular parameters used here, there is no 
fossil fuel substitution benefit calculated at all because the 
first harvest is scheduled after the time of reaching the de-
fined climate tipping point. In general, Carbon Neutrality 
values calculated with Climate Tipping Potentials vary enor-
mously with just slight changes in model assumptions or set 
threshold values because these values are extremely sensi-
tive to the particular timing of the key events, such as harvest 
dates, together with emissions/removals at those times. The 
low result under the Müller‐Wenk and Brandão method is 
due to biospheric carbon storage being accorded a very low 
credit: only just over 0.5% of actual biospheric carbon stocks 
is credited in each year of storage.

3.3 | Annual crop on arable land
Figure 2c shows Carbon Neutrality Factors of an annual en-
ergy crop planted on land previously used for agricultural 
crops. This case study therefore has only minor biospheric 
carbon stock implications, meaning that the benefit of fossil 
fuel substitution does not need to be compared against any 
losses or gains of biospheric carbon stocks. All calculated 
Carbon Neutrality Factors are therefore close to 1, with only 
minor differences between values calculated with different 
impact assessment methods (Figure 2c).

While the calculated Carbon Neutrality Factors reveal 
few differences between numbers calculated with the differ-
ent impact assessment methods, more interesting differences 
emerge when the different impact assessment methods are 
used to calculate Bioenergy Mitigation Potentials (Figure 3). 
In this case, results of bioenergy use are compared against the 
saving of 1 tCO2 from fossil fuels in year 1.

The simple, carbon‐based impact assessment meth-
ods, such as the Average Carbon Stocks Approach or the 
C Balance Indicator, or integrated radiative forcing sums 
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738 |   BRANDÃO et Al.

without adjustments, using GWPs, all suggest similar fossil 
fuel mitigation potentials by the bioenergy scenario of about 
1,000 tCO2/ha (Figure 3c). The energy crop case study sug-
gests an annual above‐ground biomass production of about 
8 tC ha−1 year−1 (Figure 1c). The scenario assumes that 75% 
of biomass is usable for bioenergy that could substitute for 
fossil fuels with 50% efficiency to generate fossil fuel savings 
of about 3 tC ha−1 year−1 or 300 tC/ha (equivalent to about 
1,000 tCO2/ha) over 100 years.

The mitigation potentials are somewhat lower for the for-
est‐after‐pasture case study (Figure 3b) because it is assumed 
that the agricultural crops have higher growth rates than for-
ests. In the comparison between the two forest case studies, 
the forest‐after‐forest case study (Figure 3a) has a higher mit-
igation potential because the harvest of the original forest at 
the start of the project contributes to the overall mitigation 
potential.

There are interesting differences between the different 
assessment methods. The differences between the different 
discount rates used with the O'Hare method are quite stark 
and easy to understand. The O'Hare method is based on 
calculated avoided radiative forcing within the 100‐year as-
sessment period so that fossil fuel substitution later within 
the 100‐year assessment period contributes less than earlier 
activities, like a fossil fuel saving in year 1 that is used as 
the basis of comparison. That explains that there is low cal-
culated mitigation potential even without using any discount 
rates. When later savings are further discounted, especially at 
the high 5% discount rate, calculated mitigation potentials are 
very low because the fossil fuel emission in year 1 is assessed 
as highly important, whereas the ongoing fossil fuel displace-
ment is increasingly discounted over time so that, overall, the 
agricultural crop is assessed to provide very little mitigation 
benefit.

F I G U R E  3  Bioenergy mitigation 
potentials expressed as the amount of 
biomass energy that can be generated 
from one hectare over 100 years relative 
to 1 tCO2 emitted in year 1. A value of 
1,000, for example, means that 1 ha used 
over 100 years according to the bioenergy 
scenario could mitigate climate change 
effects equivalent to the avoided emission of 
1,000 t fossil CO2 in year 1
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In contrast, the highest mitigation potentials are calcu-
lated with the GTP under all case studies. The large mitiga-
tion potential of the GTP is due to its exclusive focus on the 
temperatures reached at the end of the 100‐year assessment 
period. Responding to a one‐off pulse emission of CO2, 
in year 1, 100 years later, the atmospheric CO2 concentra-
tion is changed by only about half the initial change, hence 
reducing the importance of early fossil fuel emissions for 
ultimate temperature changes. In contrast, the fossil fuel 
savings through bioenergy use that accrued towards the 
end of the 100‐year assessment period left little time for 
these carbon cycle feedbacks to reduce the atmospheric 
CO2 concentration and lead to a relatively large tempera-
ture reduction.

Interestingly, the direct temperature impact component 
of the Climate Change Impact Potential that is based on the 
same temperature calculations as the GTP results in a much 
smaller mitigation potential than the GTP. This is principally 
because the relevant impact is calculated as the sum of im-
pacts in each of the 100 years of the assessment, instead of 
focusing solely on the endpoint temperatures at the end of 
the assessment horizon, which give it a much lower overall 
assessed mitigation potential.

Some methods calculate the radiative forcing from the 
time of emissions/removals to the end of the assessment pe-
riod, and with later activities, much of the resultant radiative 
forcing occur beyond the end of the assessment horizon and 
is, therefore, not counted. This is the case for Moura‐Costa‐2, 
Lashof, Clift and Brandão, O'Hare, Dynamic LCA, Time‐
Adjusted Warming Potentials and ILCD.

4 |  DISCUSSION

The application of 15 impact assessment methods for cli-
mate change to three case studies shows that the relative 
climate change mitigation potential of using bioenergy in 
lieu of fossil fuel generated energy is highly variable and 
dependent on the choice of method for the forest to forest 
case, whereas results are more consistent in the other two 
case studies. The difference between methods is mainly 
due to the different approaches, which include both sim-
ple schemes initially developed for crediting carbon storage 
in products and more recent sophisticated approaches with 
better modelling of the underlying physical mechanisms 
(Breton et al., 2018). The different methods also address 
different research questions and are derived for different 
contexts. Each method has a specific meaning, interpreta-
tion, applicability domain and limitations, with which re-
searchers should be familiar, before applying them in any 
study. When policymakers aim to broadly assess the cli-
mate change impact mitigation potential of using bioenergy, 
they need to ascertain whether specific methods have been 

developed to answer that question or for other, specifically 
defined applications.

Our analysis shows that detailed accounting for the timing 
of emissions is important, especially for bioenergy systems 
that involved large gains and losses of carbon at different 
times within the assessment period. This is particularly clear 
in Case Study 1, in which the bioenergy system replaces 
forested land. This is precisely the circumstance where a so-
phisticated analysis is necessary to appropriately assess the 
benefit of fossil fuel substitution against the large initial car-
bon emission related to the land‐use change incurred by the 
bioenergy system.

All methods essentially aim to estimate impacts by 
using simplified approaches that vary between the methods. 
Methods differ in several aspects, such as the point along the 
cause‐effect chain at which a mid‐point or endpoint indica-
tor is selected (e.g., radiative forcing, temperature change or 
others) and in their conceptual interpretation of time consid-
erations (Breton et al., 2018; Levasseur et al., 2016; Zanchi 
et al., 2012). Different methods are available to capture the 
different aspects of climate change that should be considered. 
For example, climate change impacts can be related to three 
different aspects: (a) long‐term temperature increases, (b) the 
rate of warming and (c) cumulative warming (Fuglestvedt et 
al., 2003; Kirschbaum, 2014; Tanaka et al., 2010). Focus on 
one or the other of these three temperature‐related variables 
leads to different assessed net impacts of using bioenergy (cf. 
CCIP‐T, CCIP‐Δ and CCIP‐Σ in Figures 2 and 3), but at pres-
ent, there is not yet adequate scientific understanding of the 
relative importance of these different climate impacts. Such 
scientific understanding needs to be combined with a consid-
eration and acknowledgement of different perspectives across 
the global community, related to different peoples’ circum-
stances and world views to guide appropriate policy choices 
on the adoption of future mitigation policies.

Increasing the capacity of users to make an appropriate 
choice of methods requires them to be informed about the 
meaning of the different methods. In turn, this requires that 
the scientific community openly discuss the different meth-
ods, progress towards agreed methodology for different 
applications and develop guidance on choosing and using 
methods for assessing the climate change impact of prod-
ucts or activities. Development of agreed methodology and 
guidance on choosing methods would improve consistency 
in the assessment of the potential of bioenergy systems to 
mitigate climate change and prevent extrapolation of results 
out of context. It is, of course, important that agreed meth-
ods are consistent with the ultimate goals of climate change 
mitigation. Furthermore, the sensitivity of results shown here 
is likely to also pertain to the assessment of systems other 
than bioenergy that involve time‐varying GHG removals and 
emissions. Guidance on appropriate assessment methodolo-
gies will therefore have broad application.

 17571707, 2019, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/gcbb.12593 by U

niversity O
f N

ew
 E

ngland, W
iley O

nline L
ibrary on [11/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



740 |   BRANDÃO et Al.

Despite the dominance of GWPs in LCA studies and 
carbon footprinting, the application of a wide range of dif-
ferent impact assessment methods between different studies 
has resulted in ambiguous outcomes and uncertainties, for 
example, in terms of the climate change mitigation poten-
tial of bioenergy systems relative to their fossil fuel coun-
terparts, as demonstrated above. In recent years, however, 
some progress has been made towards agreed methodology 
and consistent assessment of climate change impacts, with 
the work carried out by the IPCC (Plattner et al., 2009), the 
European Commission (2010) and the UNEP/SETAC Life 
Cycle Initiative (Frischknecht & Jolliet, 2016; Frischknecht 
et al., 2016; Levasseur et al., 2016) and reviews of proposed 
approaches (Breton et al., 2018; Helin et al., 2013; Røyne  
et al., 2016).

Jolliet et al. (2018) recommended that users apply two 
climate change impact assessment methods that focus on dif-
ferent types of climate response and different time horizons, 
to assess two complementary dimensions of climate change: 
short‐term impacts, notably relevant for the rate at which cli-
mate is changing (using GWP100) and long‐term impacts tar-
geting temperature stabilization (using GTP100) (Levasseur, 
2017; Levasseur et al., 2016). This recommendation to use 
multiple methods that reflect either short‐term or long‐term 
impacts could be a useful starting point for enhancing com-
parability of future climate impact assessment studies of bio-
energy systems.

The inconsistent application of methods that all purport to 
assess climate impacts, especially when methods are decided 
upon arbitrarily, could hamper the achievement of climate 
change mitigation goals. There is an urgent need for meth-
odological guidance from the scientific community on iden-
tification of appropriate methods, so that systems capable 
of delivering real mitigation outcomes can be selected and 
promoted by policymakers and the general community. The 
intention of this review, comparison and discussion of impact 
assessment methods is to increase understanding of the meth-
ods amongst researchers and contribute to a constructive de-
bate on the alternative methods available for the assessment 
of bioenergy systems.

ACKNOWLEDGEMENTS

We would like to thank the International Energy Agency 
(IEA) Bioenergy Task 38 for initiating and facilitating the 
comparison of relevant accounting methodology for bio-
energy use. We would also like to thank Neil Bird, Ryan 
Bright, Francesco Cherubini, Helena Chum, Brendan 
George, Alissa Kendall, Annie Levasseur, Kati Koponen, 
Gregg Marland, Michael O'Hare, Kim Pingoud, Sampo 
Soimakallio and Lars Zetterberg (listed alphabetically 
here) for their input and for help in refining the descriptions 
of the impact assessment methods, providing constructive 

criticism of the manuscript or providing useful input into 
the early discussions that led to the conduct of this work. 
We would also like to thank Anne Austin for scientific 
editing.

ORCID

Miguel Brandão  https://orcid.org/0000-0002-8101-8928 
Miko U. F. Kirschbaum  https://orcid.
org/0000-0002-5451-116X 
Annette L. Cowie  https://orcid.org/0000-0002-3858-959X 

REFERENCES

Allen, M. R., Fuglestvedt, J. S., Shine, K. P., Reisinger, A., 
Pierrehumbert, R. T., & Forster, P. M. (2016). New use of global 
warming potentials to compare cumulative and short‐lived cli-
mate pollutants. Nature Climate Change, 6, 773–776. https://doi.
org/10.1038/nclimate2998

Brandão, M. (2012). Food, Feed, Fuel, Timber or Carbon Sink? Towards 
Sustainable Land Use: a consequential life cycle approach. PhD 
thesis. Surrey, UK: Centre for Environmental Strategy (Division 
of Civil, Chemical and Environmental Engineering), Faculty of 
Engineering and Physical Sciences, University of Surrey. 246 pp + 
Appendices 541 pp.

Brandão, M., & CowieA. (2015). Do methodological choices really mat-
ter in the life cycle assessment of bioenergy systems? 2nd Discussion 
Forum on Industrial Ecology and Life‐Cycle Management, March 
5–6. Coimbra, Portugal: University of Coimbra.

Brandão, M., Levasseur, A., Kirschbaum, M. U., Weidema, B. P., 
Cowie, A. L., Jørgensen, S. V., … Chomkhamsri, K. (2013). Key 
issues and options in accounting for carbon sequestration and 
temporary storage in life cycle assessment and carbon footprint-
ing. International Journal of Life Cycle Assessment, 18, 230–240. 
https://doi.org/10.1007/s11367-012-0451-6

Breton, C., Blanchet, P., Amor, B., Beauregard, R., & Chang, W. S. 
(2018). Assessing the climate change impacts of biogenic carbon 
in buildings: A critical review of two main dynamic approaches. 
Sustainability, 10(6), 2020. https://doi.org/10.3390/su10062020

Bruckner, T., Bashmakov, I. A., Mulugetta, Y., Chum, H., De la Vega 
Navarro, A., Edmonds, J., … Honnery, D. (2014). Energy systems. 
Chapter 7 of the WGIII 5th IPCC Assessment Report (pp. 511–597). 
Cambridge, UK and New York, NY, USA: Cambridge University Press.

BSI. (2008). PAS 2050: 2008 Specification for the assessment of the life 
cycle greenhouse gas emissions of goods and services. London, UK: 
British Standards Institute.

Cherubini, F., Bird, N. D., Cowie, A., Jungmeier, G., Schlamadinger, B., 
& Woess‐Gallasch, S. (2009). Energy‐ and greenhouse gas‐based 
LCA of biofuel and bioenergy systems: Key issues, ranges and rec-
ommendations. Resources Conservation & Recycling, 53, 434–447. 
https://doi.org/10.1016/j.resconrec.2009.03.013

Cherubini, F., & Bright, R. M., Stromman, A. H. (2012). Site‐specific 
global warming potentials of biogenic CO2 for bioenergy: contri-
butions from carbon fluxes and albedo dynamics. Environmental 
Research Letters, 7, Article #045902.

Cherubini, F., Huijbregts, M., Kindermann, G., Van Zelm, R., Van Der 
Velde, M., & Stadler, K., Strømman, A. H. (2016). Global spatially 

 17571707, 2019, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/gcbb.12593 by U

niversity O
f N

ew
 E

ngland, W
iley O

nline L
ibrary on [11/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://orcid.org/0000-0002-8101-8928
https://orcid.org/0000-0002-8101-8928
https://orcid.org/0000-0002-5451-116X
https://orcid.org/0000-0002-5451-116X
https://orcid.org/0000-0002-5451-116X
https://orcid.org/0000-0002-3858-959X
https://orcid.org/0000-0002-3858-959X
https://doi.org/10.1038/nclimate2998
https://doi.org/10.1038/nclimate2998
https://doi.org/10.1007/s11367-012-0451-6
https://doi.org/10.3390/su10062020
https://doi.org/10.1016/j.resconrec.2009.03.013


   | 741BRANDÃO et Al.

explicit CO2 emission metrics for forest bioenergy. Scientific 
Reports, 6, Article #20186.

Cherubini, F., Peters, G. P., Berntsen, T., Stromman, A. H., & Hertwich, 
E. (2011). CO2 emissions from biomass combustion for bioenergy: 
Atmospheric decay and contribution to global warming. Global 
Change Biology Bioenergy, 3, 413–426.

Cherubini, F., Stromman, A. H., & Hertwich, E. (2011). Effects of bo-
real forest management practices on the climate impact of CO2 emis-
sions from bioenergy. Ecological Modelling, 223, 59–66.

Cherubini, F., Fuglestvedt, J., Gasser, T., Reisinger, A., Cavalett, 
O., Huijbregts, M. A., … Strømman, A. H. (2016). Bridging 
the gap between impact assessment methods and climate sci-
ence. Environmental Science & Policy, 64, 129–140. https://doi.
org/10.1016/j.envsci.2016.06.019

Chum, H., Faaij, A., Moreira, J., & Junginger, H. M. (2011). Bioenergy. In 
O. Edenhofer, R. Pichs‐Madruga, Y. Sokona, K. Seyboth, P. Matschoss, 
S. Kadner, T. Zwickel, P. Eickemeier, G. Hansen, S. Schlömer, & C. 
von Stechow (Eds.), IPCC special report on renewable energy sources 
and climate change mitigation (pp. 259–268). Cambridge, UK and 
New York, NY, USA: Cambridge University Press.

Clift, R., & Brandão, M. (2008). Carbon storage and timing of emis-
sions – a note by Roland Clift and Miguel Brandao. Centre for 
Environmental Strategy. Working Paper 2(08).

Cowie, A. L., Kirschbaum, M. U. F., & Ward, M. (2007). Options for 
including all lands in a future greenhouse gas accounting frame-
work. Environmental Science and Policy, 10, 306–321. https://doi.
org/10.1016/j.envsci.2007.03.003

Creutzig, F., Ravindranath, N. H., Berndes, G., Bolwig, S., Bright, R., 
Cherubini, F., … Fargione, J. (2015). Bioenergy and climate change 
mitigation: An assessment. Global Change Biology Bioenergy, 7, 
916–944. https://doi.org/10.1111/gcbb.12205

Davis, S. C., Anderson‐Teixeira, K. J., & DeLucia, E. H. (2009). Life‐
cycle analysis and the ecology of biofuels. Trends in Plant Science, 
14, 140–146. https://doi.org/10.1016/j.tplants.2008.12.006

De Rosa, M., Pizzol, M., & Schmidt, J. (2018). How methodological 
choices affect LCA climate impact results: The case of structural 
timber. International Journal of Life Cycle Assessment, 23, 147–
158. https://doi.org/10.1007/s11367-017-1312-0

European Commission. (2010). International Reference Life Cycle 
Data System (ILCD) Handbook—general guide for life cycle as-
sessment—detailed guidance. Joint Research Centre—Institute for 
Environment and Sustainability. Luxembourg: Publications Office 
of the European Union.

Fearnside, P. M., Lashof, D. A., & Moura‐Costa, P. (2000). Accounting 
for time in mitigating global warming through land‐use change and 
forestry. Mitigation and Adaptation Strategies for Global Change, 
5, 239–270.

Frischknecht, R., & Jolliet, O., (2016). Global guidance for life 
cycle impact assessment indicators. Publication of the UNEP/
SETAC Life Cycle Initiative, Paris, DTI/2081/PA, ISBN, pp. 
978–992.

Frischknecht, R., Fantke, P., Tschümperlin, L., Niero, M., Antón, A., 
Bare, J., ... Levasseur, A. (2016). Global guidance on environ-
mental life cycle impact assessment indicators: progress and case 
study. The International Journal of Life Cycle Assessment, 21(3), 
429–442.

Fuglestvedt, J. S., Berntsen, T. K., Godal, O., Sausen, R., Shine, K. P., & 
Skodvin, T. (2003). Metrics of climate change: Assessing radiative 
forcing and emission indices. Climatic Change, 58, 267–331.

Guest, G., Cherubini, F., & Stromman, A. H. (2013a). The role of forest 
residues in the accounting for the global warming potential of bioen-
ergy. Global Change Biology Bioenergy, 5, 459–466.

Guest, G., Cherubini, F., & Stromman, A. H. (2013b). Global warm-
ing potential of carbon dioxide emissions from biomass stored in 
the anthroposphere and used for bioenergy at end of life. Journal of 
Industrial Ecology, 17, 20–30.

Hare, B., & Meinshausen, M. (2005). How much warming are we com-
mitted to and how much can be avoided? Climatic Change, 75, 
111–149.

Helin, T., Sokka, L., Soimakallio, S., Pingoud, K., & Pajula, T. (2013). 
Approaches for inclusion of forest carbon cycle in life cycle assess-
ment ‐ a review. Global Change Biology Bioenergy, 5, 475–486. 
https://doi.org/10.1111/gcbb.12016

IEA. (2017). Key world energy statistics. Paris, France: International 
Energy Agency.

Ioelovich, M. (2015). Recent findings and the energetic potential 
of plant biomass as a renewable source of biofuels – A review. 
BioResources, 10, 1879–1914.

IPCC. (2000). Land use, land‐use change and forestry. In R. T. Watson, 
I. R. Noble, & B. Bolin, et al. (Eds.), A Special Report by the IPCC. 
Cambridge, UK: Cambridge University Press.

IPCC. (2014) Summary for Policymakers. In O. Edenhofer, R. Pichs‐
Madruga, & Y. Sokona, et al. (Eds.), Climate Change 2014: 
Mitigation of Climate Change. Contribution of Working Group 
III to the Fifth Assessment Report of the Intergovernmental Panel 
on Climate Change. Cambridge, UK and New York, NY, USA: 
Cambridge University Press.

ISO. (2013). ISO/TS 14067:2013 Greenhouse gases – C footprint 
of products – Requirements and guidelines for quantification 
and communication. Switzerland: International Organization for 
Standardization.

Jolliet, O., Antón, A., Boulay, A.‐M., Cherubini, F., Fantke, P., 
Levasseur, A., … Frischknecht, R. (2018). Global guidance on en-
vironmental life cycle impact assessment indicators: Impacts of cli-
mate change, fine particulate matter formation, water consumption 
and land use. The International Journal of Life Cycle Assessment, 
https://doi.org/10.1007/s11367-018-1443-y.

Joos, F., Roth, R., Fuglestvedt, J. S., Peters, G. P., Enting, I. G., Bloh, 
W. V., … Friedrich, T. (2013). Carbon dioxide and climate impulse 
response functions for the computation of greenhouse gas metrics: 
A multi‐model analysis. Atmospheric Chemistry and Physics, 13, 
2793–2825. https://doi.org/10.5194/acp-13-2793-2013

Jørgensen, S. V., Hauschild, M. Z., & Nielsen, P. H. (2014). Assessment 
of urgent impacts of greenhouse gas emissions‐the climate tipping 
potential (CTP). International Journal of Life Cycle Assessment, 19, 
919–930. https://doi.org/10.1007/s11367-013-0693-y

Jørgensen, S. V., Hauschild, M. Z., & Nielsen, P. H. (2015). The potential 
contribution to climate change mitigation from temporary carbon stor-
age in biomaterials. International Journal of Life Cycle Assessment, 
20, 451–462. https://doi.org/10.1007/s11367-015-0845-3

Kendall, A. (2012). Time‐adjusted global warming potentials for 
LCA and carbon footprints. The International Journal of Life 
Cycle Assessment, 17, 1042–1049. https://doi.org/10.1007/
s11367-012-0436-5

Kendall, A., Chang, B., & Sharpe, B. (2009). Accounting for time‐de-
pendent effects in biofuel life cycle greenhouse gas emissions cal-
culations. Environmental Science & Technology, 43, 7142–7147. 
https://doi.org/10.1021/es900529u

 17571707, 2019, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/gcbb.12593 by U

niversity O
f N

ew
 E

ngland, W
iley O

nline L
ibrary on [11/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://doi.org/10.1016/j.envsci.2016.06.019
https://doi.org/10.1016/j.envsci.2016.06.019
https://doi.org/10.1016/j.envsci.2007.03.003
https://doi.org/10.1016/j.envsci.2007.03.003
https://doi.org/10.1111/gcbb.12205
https://doi.org/10.1016/j.tplants.2008.12.006
https://doi.org/10.1007/s11367-017-1312-0
https://doi.org/10.1111/gcbb.12016
https://doi.org/10.1007/s11367-018-1443-y
https://doi.org/10.5194/acp-13-2793-2013
https://doi.org/10.1007/s11367-013-0693-y
https://doi.org/10.1007/s11367-015-0845-3
https://doi.org/10.1007/s11367-012-0436-5
https://doi.org/10.1007/s11367-012-0436-5
https://doi.org/10.1021/es900529u


742 |   BRANDÃO et Al.

Kendall, A., & Yuan, J. (2013). Comparing life cycle assessments of 
different biofuel options. Current Opinion in Chemical Biology, 17, 
439–443. https://doi.org/10.1016/j.cbpa.2013.02.020

Kendall, A. (2012). Time-adjusted global warming potentials for LCA 
and carbon footprints. The International Journal of Life Cycle 
Assessment, 17(8), 1042–1049.

Kirschbaum, M. U. F. (2003). Can trees buy time? An assessment of the 
role of vegetation sinks as part of the global carbon cycle. Climatic 
Change, 58, 47–71.

Kirschbaum, M. U. F. (2014). Climate‐change impact potentials as an alter-
native to global warming potentials. Environmental Research Letters, 
9(3), 034014. https://doi.org/10.1088/1748-9326/9/3/034014.

Kirschbaum, M. U. F. (2017). Assessing the merits of bioenergy by esti-
mation marginal climate‐change impacts. The International Journal 
of Life Cycle Assessment, 22, 841–852.

Kirschbaum, M. U. F., Schlamadinger, B., Cannell, M. G. R., Hamburg, 
S. P., Karjalainen, T., Kurz, W. A., … Singh, T. P. (2001). A gener-
alised approach of accounting for biospheric carbon stock changes 
under the Kyoto Protocol. Environmental Science and Policy, 4, 
73–85. https://doi.org/10.1016/S1462-9011(01)00018-1

Koponen, K., Soimakallio, S., Kline, K. L., Cowie, A., & Brandao, M. 
(2018). Quantifying the climate effects of bioenergy ‐ Choice of 
reference system. Renewable & Sustainable Energy Reviews, 81, 
2271–2280. https://doi.org/10.1016/j.rser.2017.05.292

Lamers, P., & Junginger, M. (2013). The 'debt' is in the detail: A synthe-
sis of recent temporal forest carbon analyses on woody biomass for 
energy. Biofuels Bioproducts & Biorefining, 7, 373–385.

Lenton, T. M., Held, H., Kriegler, E., Hall, J. W., Lucht, W., Rahmstorf, 
S., & Schellnhuber, H. J. (2008). Tipping elements in the Earth’s 
climate system. Proceedings of the National Academy of Sciences, 
105, 1786–1793. https://doi.org/10.1073/pnas.0705414105

Levasseur, A., et al. (2017). Greenhouse gas emissions and climate 
change impacts. Global Guidance for Life Cycle Impact Assessment 
Indicators ‐ Volume 1R Frischknecht and O Jolliet. UNEP/SETAC 
Life Cycle Initiative, Chapter 3, 59–75.

Levasseur, A., Lesage, P., Margni, M., Brandão, M., & Samson, R. 
(2012). Assessing temporary carbon sequestration and storage proj-
ects through land use, land‐use change and forestry: Comparison of 
dynamic life cycle assessment with ton‐year approaches. Climatic 
Change, 115, 759–776. https://doi.org/10.1007/s10584-012-0473-x

Levasseur, A., Lesage, P., Margni, M., Deschênes, L., & Samson, R. 
(2010). Considering time in LCA: Dynamic LCA and its application 
to global warming impact assessments. Environmental Science & 
Technology, 44, 3169–3174. https://doi.org/10.1021/es9030003

Levasseur, A., Lesage, P., Margni, M., & Samson, R. (2013). Biogenic 
carbon and temporary storage addressed with dynamic life cycle as-
sessment. Journal of Industrial Ecology, 17, 117–128. https://doi.
org/10.1111/j.1530-9290.2012.00503.x

Levasseur, A., Cavalett, O., Fuglestvedt, J. S., Gasser, T., Johansson, D. 
J., Jørgensen, S. V., … Tanaka, K. (2016). Enhancing life cycle im-
pact assessment from climate science: Review of recent findings and 
recommendations for application to LCA. Ecological Indicators, 71, 
163–174. https://doi.org/10.1016/j.ecolind.2016.06.049

Marchal, V., Dellink, R., van Vuren, D., Clapp, C., & Château, J., 
Magné, B., … vanVliet, J. (2012). Climate change. In OECD (Ed.), 
OECD environmental outlook to 2050: the consequences of inaction 
(pp. 71–152). Paris, France: OECD Publishing.

Moura Costa, P., & Wilson, C. (2000). An equivalence factor be-
tween CO2 avoided emissions and sequestration – Description and 

applications in forestry. Mitigation and Adaptation Strategies for 
Global Change, 5, 51–60.

Müller‐Wenk, R., & Brandão, M. (2010). Climatic impact of land 
use in LCA—carbon transfers between vegetation/soil and air. 
The International Journal of Life Cycle Assessment, 15, 172–182. 
https://doi.org/10.1007/s11367-009-0144-y

Myhre, G., Shindell, D., Bréon, F. M., et al. (2013). Anthropogenic and 
natural radiative forcing. In T. F. Stocker, D. Qin, & G.‐K. Plattner 
et al. (Eds.), Climate change 2013: the physical science basis. 
Contribution of Working Group I to the Fifth Assessment Report 
of the Intergovernmental Panel on Climate Change (pp. 659–740). 
Cambridge, UK and New York, NY: Cambridge University Press.

Noble, I., Apps, M., Houghton, R., et al. (2000). Implications of  
different definitions and generic issues. In R. T. Watson, I. Noble, 
B. Bolin, N. H. Ravindranath, D. J. Verardo, & D. J. Dokken (Eds.), 
Land use, land‐use change and forestry (pp. 52–126). Cambridge, 
UK: Cambridge University Press.

Nordhaus, W. D. (2007). A review of the Stern review on the economics 
of climate change. Journal of Economic Literature, 45, 686–702.

O'Hare, M., Plevin, R. J., Martin, J. I., Jones, A. D., Kendall, A., & Hopson, 
E. (2009). Proper accounting for time increases crop‐based biofuels' 
greenhouse gas deficit versus petroleum. Environmental Research 
Letters, 4, 024001. https://doi.org/10.1088/1748-9326/4/2/024001

Pingoud, K., Ekholm, T., Helin, S. S., & T,,  (2016). Carbon balance 
indicator for forest bioenergy scenarios. Global Change Biology 
Bioenergy, 8, 171–182. https://doi.org/10.1111/gcbb.12253

Plattner, G. K., Stocker, P., Midgley, P., & Tignor, M.. (2009). IPCC ex-
pert meeting on the science of alternative metrics. IPPC. http://www.
ipcc.ch/pdf/supporting-material/expert-meeting-metrics-oslo.pdf

Repo, A., Tuomi, M., & Liski, J. (2011). Indirect carbon dioxide 
emissions from producing bioenergy from forest harvest resi-
dues. Global Change Biology Bioenergy, 3, 107–115. https://doi.
org/10.1111/j.1757-1707.2010.01065.x

Røyne, F., Peñaloza, D., Sandin, G., Berlin, J., & Svanström, M. (2016). 
Climate impact assessment in life cycle assessments of forest 
products: Implications of method choice for results and decision 
making. Journal of Cleaner Production, 116, 90–99. https://doi.
org/10.1016/j.jclepro.2016.01.009

Schlamadinger, B., & Marland, G. (1996). The role of forest and bioen-
ergy strategies in the global carbon cycle. Biomass and Bioenergy, 
10, 275–300. https://doi.org/10.1016/0961-9534(95)00113-1

Schlamadinger, B., Spitzer, J., Kohlmaier, G. H., & Lüdeke, 
M. (1995). Carbon balance of bioenergy from logging res-
idues. Biomass & Bioenergy, 8, 221–234. https://doi.
org/10.1016/0961-9534(95)00020-8

Schneider, S. H., Semenov, S., Patwardhan, A., Burton, I., Magadza, 
C., Oppenheimer, M., … Sukumar, R. (2007). Assessing key 
vulnerabilities and the risk from climate change. In M. L. Parry,  
O. F. Canziani, J. P. Palutikof, P. J. van derLinden, & S. E. Hanson 
(Eds.), Climate change 2007: impacts, adaptation and vulnerability. 
Contribution of Working Group II to the Fourth Assessment Report 
of the Intergovernmental Panel on Climate Change (pp. 779–810). 
Cambridge, UK: Cambridge University Press.

Shine, K. P., Fuglestvedt, J. S., Hailemariam, K., & Stuber, N. (2005). 
Alternatives to the global warming potential for comparing climate 
impacts of emissions of greenhouse gases. Climatic Change, 68, 
281–302. https://doi.org/10.1007/s10584-005-1146-9

Stern, N. H. (2007). The economics of climate change. Cambridge, UK: 
Cambridge University Press.

 17571707, 2019, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/gcbb.12593 by U

niversity O
f N

ew
 E

ngland, W
iley O

nline L
ibrary on [11/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://doi.org/10.1016/j.cbpa.2013.02.020
https://doi.org/10.1088/1748-9326/9/3/034014
https://doi.org/10.1016/S1462-9011(01)00018-1
https://doi.org/10.1016/j.rser.2017.05.292
https://doi.org/10.1073/pnas.0705414105
https://doi.org/10.1007/s10584-012-0473-x
https://doi.org/10.1021/es9030003
https://doi.org/10.1111/j.1530-9290.2012.00503.x
https://doi.org/10.1111/j.1530-9290.2012.00503.x
https://doi.org/10.1016/j.ecolind.2016.06.049
https://doi.org/10.1007/s11367-009-0144-y
https://doi.org/10.1088/1748-9326/4/2/024001
https://doi.org/10.1111/gcbb.12253
http://www.ipcc.ch/pdf/supporting-material/expert-meeting-metrics-oslo.pdf
http://www.ipcc.ch/pdf/supporting-material/expert-meeting-metrics-oslo.pdf
https://doi.org/10.1111/j.1757-1707.2010.01065.x
https://doi.org/10.1111/j.1757-1707.2010.01065.x
https://doi.org/10.1016/j.jclepro.2016.01.009
https://doi.org/10.1016/j.jclepro.2016.01.009
https://doi.org/10.1016/0961-9534(95)00113-1
https://doi.org/10.1016/0961-9534(95)00020-8
https://doi.org/10.1016/0961-9534(95)00020-8
https://doi.org/10.1007/s10584-005-1146-9


   | 743BRANDÃO et Al.

Sterner, T., & Persson, U. M. (2008). An even sterner review: Introducing 
relative prices into the discounting debate. Review of Environmental 
Economic Policy, 2, 61–76. https://doi.org/10.1093/reep/rem024

Tanaka, K., Peters, G. P., & Fuglestvedt, J. S. (2010). Policy update: 
Multicomponent climate policy: Why do emission metrics matter? 
Carbon Management, 1, 191–197.

Zanchi, G., Pena, N., & Bird, N. (2012). Is woody bioenergy carbon neu-
tral? A comparative assessment of emissions from consumption of 
woody bioenergy and fossil fuel. Global Change Biology Bioenergy, 
4, 761–772. https://doi.org/10.1111/j.1757-1707.2011.01149.x

SUPPORTING INFORMATION

Additional supporting information may be found online in 
the Supporting Information section at the end of the article. 

How to cite this article: Brandão M, Kirschbaum 
MUF, Cowie AL, Hjuler SV. Quantifying the climate 
change effects of bioenergy systems: Comparison of 
15 impact assessment methods. GCB Bioenergy. 
2019;11:727–743. https://doi.org/10.1111/gcbb.12593

 17571707, 2019, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/gcbb.12593 by U

niversity O
f N

ew
 E

ngland, W
iley O

nline L
ibrary on [11/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://doi.org/10.1093/reep/rem024
https://doi.org/10.1111/j.1757-1707.2011.01149.x
https://doi.org/10.1111/gcbb.12593

