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a b s t r a c t

Genotype-by-environment interaction is caused by variation in genetic environmental sensitivity (GES),
which can be subdivided into macro- and micro-GES. Macro-GES is genetic sensitivity to macro-
environments (definable environments often shared by groups of animals), while micro-GES is genetic
sensitivity to micro-environments (individual environments). A combined reaction norm and double
hierarchical generalised linear model (RN-DHGLM) allows for simultaneous estimation of base genetic,
macro- and micro-GES effects. The accuracy of variance components estimated using a RN-DHGLM has
been explicitly studied for balanced data and recommendation of a data size with a minimum of 100 sires
with at least 100 offspring each have been made. In the current study, the data size (numbers of sires and
progeny) and structure requirements of the RN-DHGLM were investigated for two types of unbalanced
datasets. Both datasets had a variable number of offspring per sire, but one dataset also had a variable
number of offspring within macro-environments. The accuracy and bias of the estimated macro- and
micro-GES effects and the estimated breeding values (EBVs) obtained using the RN-DHGLM depended
on the data size. Reasonably accurate and unbiased estimates were obtained with data containing 500
sires with 20 offspring or 100 sires with 50 offspring, regardless of the data structure. Variable progeny
group sizes, alone or in combination with an unequal number of offspring within macro-environments,
had little impact on the dispersion of the EBVs or the bias and accuracy of variance component estima-
tion, but resulted in lower accuracies of the EBVs. Compared to genetic correlations of zero, a genetic cor-
relation of 0.5 between base genetic, macro- and micro-GES components resulted in a slight decrease in
the percentage of replicates that converged out of 100 replicates, but had no effect on the dispersion and
accuracy of variance component estimation or the dispersion of the EBVs. The results show that it is pos-
sible to apply the RN-DHGLM to unbalanced datasets to obtain estimates of variance due to macro- and
micro-GES. Furthermore, the levels of accuracy and bias of variance estimates when analysing macro-
and micro-GES simultaneously are determined by average family size, with limited impact from variabil-
ity in family size and/or cohort size. This creates opportunities for the use of field data from populations
with unbalanced data structures when estimating macro- and micro-GES.
� 2021 The Authors. Published by Elsevier B.V. on behalf of The Animal Consortium. This is an open access

article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Implications

Uniformity and sensitivity of genotypes to environmental
variation are of increasing importance to livestock producers.
Genotype-by-environment interactions, both within and across
environments, can negatively impact uniformity. Datasets to
estimate these interactions are usually unbalanced, for instance,
having uneven family and/or cohort sizes. This study explored data
structure requirements and shows that average family size, rather
than variability in family size and/or cohort size, determines the
levels of accuracy and bias when analysing genotype-by-environ-
ment interactions simultaneously within and across environments.

Introduction

A population under selection often contains animals exposed to
different macro- and micro-environments. Macro-environments
are definable environments such as location, herd, or
contemporary group and may be shared by multiple animals, while
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micro-environments are the part of the environmental effect expe-
rienced by an individual animal (Hill and Mulder, 2010). Both
macro- and micro-environments influence the phenotype of an
animal, depending in part on the animal’s genetic environmental
sensitivity (GES). Genetic environmental sensitivity is caused by
the genetic constitution of the individual, that is to say individuals
from different genetic backgrounds, e.g. different sire lines, may
respond differently to environmental changes. This causes a varia-
tion in GES known as genotype-by-environment interaction
(G � E). The consequence of GES depends on whether it is caused
by macro- or micro-environmental changes and, therefore, models
accounting for GES may contrast macro- and micro-GES. Macro-
GES may cause reranking of animals, where the best genotype in
one macro-environment is not the best in another, or can result
in a change in scale across macro-environments, i.e. the difference
between genotypes changes across macro-environments (Falconer
and Mackay, 1996). Micro-GES affects the variability of pheno-
types, e.g. offspring of a sire with low micro-GES will be less vari-
able in phenotype than offspring of a sire with high micro-GES
when environmental factors are the same for the offspring of both
sires (Rönnegård et al., 2013).

Statistically, the impacts of macro- and micro-environments
are modelled differently. If genotypes are measured across a
wide range of macro-environments, G � E due to macro-GES
can be studied using reaction norm models or by considering
a trait expressed in different environments as different traits
(Falconer and Mackay, 1996). G � E due to micro-GES is mod-
elled as a genetic component affecting heterogeneity of the
environmental variance, because micro-GES affects the variabil-
ity of the phenotype. Estimation of the variance component
associated with micro-GES has been based on using double hier-
archical generalised linear models (DHGLMs) (Rönnegård et al.,
2010; Felleki et al., 2012). The statistical framework behind
DHGLMs was developed by Lee and Nelder (2006) with a focus
on economic modelling. Rönnegård et al. (2010) adapted the
DHGLM for the estimation of micro-GES under the assumption
that the genetic effect due to micro-GES follows the exponential
model described by SanCristobal-Gaudy et al. (1998). The
DHGLM proposed by Rönnegård et al. (2010) iterates between
a linear mixed model, termed the mean part, and a Gamma
GLM, termed the dispersion part. Each part of the model con-
tains a random genetic effect. Felleki et al. (2012) extended
the model to estimate the genetic correlation between the
genetic effects on the mean and those on the dispersion part
and they also showed that linearising the dispersion phenotype
around its current fitted value was equivalent to using a
Gamma GLM. Mulder et al. (2013) included a linear reaction
norm in the mean part of the DHGLM, such that the combined
model (here termed RN-DHGLM) allows for simultaneous esti-
mation of macro- and micro-GES. Mulder et al. (2013) showed
that a suitable data structure for the RN-DHGLM included at
least 100 sires with at least 100 offspring each, evenly dis-
tributed across macro-environments. It was shown that the esti-
mates of genetic variance of micro-GES had unacceptably large
SD across 100 replicates and the covariance matrix has to be
forced to be positive definite in 8–51% of the replicates if the
number of sires or number of offspring per sire was less than
100 (Mulder et al., 2013). However, field data are usually unbal-
anced in every sense, yet the data requirements of the RN-
DHGLM in the case of unbalanced data have not been formally
studied.

The aim of this study was thus to investigate the data
requirements when estimating variance components and breed-
ing values for macro- and micro-GES in unbalanced data using
a RN-DHGLM.
2

Material and methods

Multiple data sizes and structures were simulated in order to
investigate the impact of unbalanced data on the estimation of
variance components and EBVs obtained using the RN-DHGLM.

Simulated phenotypes

In all simulations, phenotypes were generated following the
model described by Mulder et al. (2013). The model included a
base genetic effect and macro-GES to the effect of a macro-
environment, expressed as the intercept and slope of a linear reac-
tion norm, and micro-GES expressed as genetic heterogeneity of
environmental variance following an exponential model
(SanCristobal-Gaudy et al., 1998; Mulder et al., 2013).

yij ¼ lþ aint i þ aslixj þ exp 0:5ln r2
ed

� �
þ 0:5adi

� �
ei ð1Þ

where yij is the phenotype of animal i reared in macro-environment
j, l is the population mean, aint i, asli and adi are the breeding values
for the intercept (base genetic effect), slope (macro-GES effect) and
dispersion (micro-GES effect), respectively, for animal i, xj is the
random effect of macro-environment j, r2

ed
is the environmental

variance of the exponential model and ei is a random environmental
variable drawn from N(0,1). The breeding values aint i, asli and adi
were drawn fromMVN(0,G�A), where A is the additive genetic rela-
tionship matrix derived from the pedigree and

G ¼
r2

aint
rint;slraintrasl rint;draintrad

r2
asl

rsl;draslrad

Symmetric r2
ad

264
375. r2

aint
, r2

asl
and r2

ad
are

the additive genetic variance of the intercept, slope and dispersion,
respectively. rint;sl, rint;d and rsl;d are the genetic correlations between
the breeding values for intercept and slope of the reaction norm,
intercept and dispersion, and slope and dispersion, respectively.
The simulated macro-environmental effect was used as environ-
mental covariate (EC) of the reaction norm and drawn from N
(0,r2

x ). The pedigree used to construct A included generation 0
(base) and generation 1. Generation 0 consisted of unrelated sires
for whom breeding values but not phenotypes were simulated.
Generation 1 consisted of paternal half-sib groups of the base sires’
offspring for whom both breeding values and phenotypes were sim-
ulated. Dams were not simulated.

Simulated data size and structure

Three different data structures were simulated: even, uneven
and unbalanced.

The even data structure represented the ideal situation, where
sires had equal number of offspring, macro-environments con-
tained equal numbers of animals, and the sires’ offspring were
evenly distributed across macro-environments. The primary pur-
pose of the even data structure was to serve as a comparison for
the uneven and unbalanced data structures. Additionally, it was
used to investigate the effects of progeny group size and total data
size on estimation of variance components and EBVs.

The purpose of the uneven data structure was to investigate the
effects of uneven use of sires on the estimation of variance compo-
nents and EBVs. Hence, the uneven data structure differed from the
even data structure in that sires had variable number of offspring.
Fig. 1 shows the frequency of sires with between 1 and 200 off-
spring each in a pedigree provided by Angus Australia, which
shows that most sires had few offspring and few sires had many
offspring. To emulate this distribution, the number of offspring in
each progeny group followed a gamma distribution



Fig. 1. The frequency of sires with 1–200 offspring in a Black Angus pedigree
provided by Angus Australia.

Table 1
Simulation parameters and their values.

Parameter Value(s)

nsire 50, 100, 200, 500, 1 000
noff 20, 50, 100, 200
nmacro 100
r2
aint

0.3

r2
asl

0.05

r2
ad

0.1

rint;sl , rint;d ,rsl;d 0, 0.5

r2
x 1

r2
ed

1

nrep 100

nsire = number of sires; noff = average number of offspring per sire; nmacro = average
number of animals in macro-environments; r2

aint , r
2
asl
andr2

ad
= the additive genetic

variances of the intercept, slope, and dispersion, respectively; rint;sl , rint;d
andrsl;d = genetic correlations between the intercept and slope, intercept and dis-
persion, and slope and dispersion, respectively; r2

x = macro-environmental vari-
ance; r2

ed
= environmental variance of the exponential model; nrep = number of

replicates.
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C 1;n�1
off

� �
ð2Þ

where noff was the average number of offspring per sire.
In order to examine the effects of unbalanced macro-

environments, the unbalanced data structure had the same distri-
bution of offspring per sire as the uneven data structure, but also
had variable numbers of animals within macro-environments
and the sires’ offspring were unevenly distributed across macro-
environments. The number of macro-environments a sire was to
be represented in was drawn from

C 2;n�2
macro

� � ð3Þ

where nmacro was the average number of animals within macro-
environments. This distribution was chosen to ensure that most
macro-environments contained few animals, similarly to the distri-
bution of offspring per sire. However, while very large herds are few
in numbers in most breeding programmes so are the very small
herds, therefore, the most common number of animals within
macro-environments was increased, compared to the most com-
mon number of offspring per sire, by using a shape parameter of
2 in Eq. (3) rather than 1 as in Eq. (2). The sires’ offspring were
randomly distributed over the number of macro-environments.
The distribution assumptions resulted in a majority of small
macro-environments and few large macro-environments. Thus,
most sires had few offspring and were represented in few macro-
environments and few sires had many offspring distributed over
many macro-environments.

Within each simulated data structure, the total data size and
progeny group size were varied to test the effects of progeny group
sizes and the total data size alone and in combination with
differences in data structure. The pedigree contained either 50,
100, 200, 500, or 1 000 sires with 20, 50, 100 or 200 offspring each
(the even data structure) or on average (the uneven and unbal-
anced data structures).

To examine the impact of the genetic correlations (rint;sl,rint;d and
rsl;d) deviating from 0 on the ability to estimate variance compo-
nents, scenarios where the genetic correlations were 0.5 for either
one or for all three genetic correlations were simulated for all three
data structures with either 100 or 200 sires with either 100 or 200
offspring.
3

The parameters used in the simulation and their values are
listed in Table 1. Values were chosen based on the values used
by Mulder et al. (2013), but compared to their study, the number
of sires was increased to examine the possibility of using datasets
with more sires but fewer offspring per sire.

Statistical analysis

For all simulations, the data were analysed using the RN-
DHGLM developed by Mulder et al. (2013). The RN-DHGLMwas fit-
ted at the level of sires rather than individual animals. The model
was as follows:

y
yd

� �
¼ l

ld

� �
þ Zint Zsl 0

0 0 Zd

� � sint
ssl
sd

264
375þ es

esd

� �
ð4Þ

where y and yd were vectors containing response variables for the
mean and dispersion parts (see below), respectively. l (ld) was
the population mean for y (yd). sint and ssl were vectors of the addi-
tive genetic sire effects of the intercept and slope, respectively, of
the reaction norm for y and sd was a vector of the additive genetic
sire effects for yd. es (esd ) was a vector of the residuals for y (yd). Zint

(Zd) was a design matrix linking the response variable y (yd) to sint
(sdÞ, and Zsl was a column vector of the simulated macro-
environmental effects (ECs). The distribution assumption for the
random effects were

sint
ssl
sd

24 35 MVN
0
0
0

24 35; r2
sint

rsint ;ssl rsint ;sd

rssl ;sint r2
ssl

rssl ;sd

rsd ;sint rsd ;ssl r2
sd

264
375� A

0B@
1CA for additive

genetic sire effects, where A is the additive genetic relationship
matrix among sires, � was a Kronecker product, and

es
esd

� �
MVN 0

0

� �
; I

W�1
s 0
0 W�1

sd

" # !
for residuals, where I was an

identity matrix,Ws ¼ diag cyd

� ��1
and Wsd ¼ diag 1�h

2

� �
. h was the

diagonal element of the part of the hat-matrix corresponding to y.
The hat-matrix (H) is the matrix of leverages or information each

phenotype provides to the predicted phenotype
bycyd

� �
¼ H y

yd

� �� 	
(Mrode, 2005).

The response variables in y were the simulated phenotypes,
while yd contained linearised values of transformed squared resid-
uals of y
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ydi ¼ log r2
es

�� 	
þ r2

es

�
�1 � be2i

1� hi
� r2

es

�
 !

ð5Þ

where r2
es

�
¼ ws

� �1 ¼ tr Wsð Þ
n (n is the total number of records), be2i was

the squared estimated residual of observation i and hi was the lever-
age of observation i (Felleki et al., 2012).

All datasets were analysed using ASReml 4.1 (Gilmour et al.,
2015).

The algorithm as implemented in ASReml 4.1 was an iterative
weighted least squares approximation to the maximisation of the
h-likelihood of the model (Rönnegård et al., 2010).

The algorithm was:

1. Initialise model by running a univariate reaction norm model
on y, with homogeneous residual variance.

2. Calculate yd and Wsd and set Ws ¼ diag br2
e

� �
3. Run bivariate model in [4]
4. Update Ws

5. Rerun the bivariate model
6. Update yd andWsd

7. Iterate steps 3–6 until converged.

See Supplementary Material S1 for an example of the ASReml
scripts used to run the above algorithm.

Correction for use of sire model

By using a sire model, the estimated variance is based on sires
(r2

s ) and is thus only ¼ of the additive genetic variance (r2
a)

(Mrode, 2005). The remaining ¾r2
a is included in the residual.

Therefore, the estimated variances must be corrected for the addi-
tive genetic variance contained in the residual. For this, r2

sint
and r2

ssl

were multiplied by 4 to calculate r2
aint

and r2
asl
, respectively. How-

ever, because r2
ad

was the genetic variance for the residual, and

the estimated residual contained ¾r2
aint

and ¾r2
asl
, other corrections

were necessary to obtain r2
ad
. In appendix 1 of Mulder et al. (2013),

an algorithm for the sire model version of a RN-DHGLM was
described. This algorithm included a correction for the fact that
the residual variance of the mean part of the model contained ¾
of the additive genetic variance. In the suggested algorithm yd,
Ws and Wsd were calculated as:

ydi ¼ log r2
es

�� 	
þ r2

es

�
�1 � be2i

1� hi
� r

2
es

�

r2
ea

� � r2
es

�
0@ 1A ð6Þ

Ws ¼ diag exp log r2
ea

�� 	
þ sd

� 	
þ 3
4
� r2

aint
þ r2

asl

� �� 	�1

ð7Þ

Wsd ¼ diag
1� hð Þ2

2
� r2

ea

�

r2
es

�

0@ 1A2
0B@

1CA ð8Þ

where r2
ea

�
¼ r2

es

�
� 3

4 � r2
aint

þ r2
asl

� �
. These corrections result in an

upwards scaling of the additive genetic variance of the dispersion.
However, this algorithm is not implemented directly in ASReml4.1.
Therefore, the following postestimation correction was used to
obtain r2

ad
:

r2
ad

¼ r2
ea

�

r2
es

�

0@ 1A2

� 4 � r2
sd

ð9Þ
4

Furthermore, treating the offspring’s phenotypes as the pheno-
type of their sire, as done in this study, results in EBVs that are half
of the true breeding values (TBVs). The EBVs for intercept (sint) and
slope (sslÞwere therefore multiplied by 2. The EBVs of the disper-
sion were obtained using:

ad ¼
r2

es

r2
ea

� 2 � ssd ð10Þ
Accuracy and bias of variance components and estimated breeding
values

Within each replicate of each simulation, the accuracy and dis-
persion of the EBVs were assessed. The accuracy of the EBVs was
evaluated as the correlation between the sires’ TBVs and their
EBVs, while the slope of a linear regression of sires’ TBVs on their
EBVs was considered the level of bias of the EBVs. A regression
coefficient of <1 indicated overdispersion of the EBVs while
underdispersion occurred when the regression coefficient was >1.
Regression coefficients with 95% confidence intervals including 1
were considered unbiased.

For each scenario, the number of replicates for which the RN-
DHGLM converged was calculated, along with the mean and
empirical SEM of the estimated variance components (r2

aint
, r2

asl
,

r2
ad
, rint;sl, rint;d and rsl;d) and the mean and empirical SEM of the

accuracy and dispersion of EBVs across all converged replicates.
Mean and empirical SEMs were calculated following:

mean ¼
Pn

l¼1valuel
n

ð11Þ

SEM ¼ SDffiffiffi
n

p ð12Þ

where valuel was the estimated variance component, prediction
ability or bias of replicate l, SD was the SD of the mean

SD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

l¼1
valuel�meanj j2

n

q� 	
and n was the number of converged

replicates.

Results

Convergence

The percentage of replicates where the RN-DHGLM converged is
presented in Fig. 2. The percentage of converged replicates
increased with increasing number of sires and increasing number
of offspring per sire, and the impact of the data structure decreased
with increased data size. For 1 000 sires, all replicates converged,
regardless of the number of offspring or the data structure. A high
percentage of converged replicates, ranging from 87 to 100%, were
obtained when the data had at least 100 sires with progeny group
size of 50 or more, regardless of data structure. The percentage of
converged replicates was not consistently higher for one data
structure compared to the others. To summarise, the percentage
of converged replicates did not seem to be consistently impacted
by data structure, but small datasets had consistently lower per-
centage of converged replicates

Additive genetic variances

The additive genetic variance of intercept was accurately esti-
mated across all data sizes and structures, with SEMs decreasing
with increasing data size (Supplementary Table S1). For data with
20 offspring per sire, the additive genetic variance of slope and dis-
persion were consistently overestimated, when the number of sires



Fig. 2. Percentage of converged replicates out of 100 replicates for data with 50, 100, 200, 500 or 1 000 sires with varied number of offspring per sire for the even data
structure (squares), the uneven data structure (circles) and unbalanced data structure (triangles).
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was 200 or less (Figs. 3 and 4). With more offspring per sire and
with more sires, the estimates became increasingly closer to the
true value and the SEMs decreased. The impact of the data struc-
tures was not consistent across the number of sires or offspring.
Due to the large range in the number of sires, results from datasets
with 500 or 1 000 sires were not included in the figures, but can be
found in Supplementary Table S1. The general trends observed
when increasing the number of sires from 50 to 200 extend to
datasets with 500 and 1 000 sires. These results showed that the
data size had larger impact on the accuracy of variance compo-
nents estimated using the RN-DHGLM than the data structure.
Genetic correlations

The estimated genetic correlations between intercept and slope,
intercept and dispersion, and slope and dispersion (Supplementary
Table S1) were generally not significantly different from the true
values based on their 95% confidence intervals, regardless of the
data size or structure. The SEMs decreased with an increasing
number of sires or number of offspring per sire.

Increasing the true value of genetic correlations to 0.5, either
one at a time or all three at once, for datasets with 100 or 200 sires
and 100 or 200 offspring (Supplementary Table S2) resulted in sim-
ilar accuracy and bias of variance components as observed with
genetic correlations of 0. However, the percentage of converged
replicates decreased from 99 to 100% when all genetic correlations
were 0 to as low as 93% for the data with 100 sires and 100 off-
spring when the genetic correlation between slope and dispersion
was 0.5, regardless of the size of the other genetic correlations.
5

Accuracy and bias of estimated breeding values

Increasing the number of offspring increased the accuracy of the
EBVs (correlation between the TBVs and the EBVs of sires) and
decreased the SEMs of the EBV accuracies for all three data struc-
tures (Figs. 5 and 6, Supplementary Table S3). The even data struc-
ture generally resulted in higher accuracy of the EBVs for intercept
than the uneven or unbalanced data structures. Higher accuracies
for the EBVs of the slope were also obtained from the even data
structure for datasets with 50 offspring from 100 or more sires,
or with 100 or more offspring regardless of the number of sires,
compared to the uneven and unbalanced data structures with sim-
ilar data sizes. The even data structure similarly resulted in higher
accuracies for the EBVS of the dispersion, when data contained 50
offspring from 200, or more sires or at least 100 offspring regard-
less of the number of sires. The accuracies for the EBVs of the dis-
persion generally had overlapping 95% confidence intervals
between the uneven and unbalanced data structures and neither
of the data structures had consistently higher accuracy than the
other across the varied data sizes. The trends in EBV accuracies
observed when increasing the number of sires from 50 to 200 con-
tinue for 500 and 1 000 sires (Supplementary Table S3). The aver-
age number of offspring per sire had the largest impact on EBV
accuracy; however, deviations from the ideal data structure (even
data) resulted in reduced accuracies.

The regression of the TBVs on the EBVs (Supplementary
Table S3) generally approached 1 (unbiased) with increasing data
size, even though the EBVs for slope remained overdispersed
(mean < 1 and confidence interval not containing 1) in most cases
(Fig. 7). The trends for the regression coefficient of the TBVs on the



Fig. 3. Estimated additive genetic variance of slope for data with 50, 100 or 200 sires, with varied number of offspring per sire for the even data structure (squares), the
uneven data structure (circles) and unbalanced data structure (triangles). Error bars indicate 95% confidence intervals and * indicates values where the confidence interval
does not contain the true value (red line) of 0.05.
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EBV continued when the datasets included 500 or 1 000 sires (Sup-
plementary Table S3). There was no clear difference in the disper-
sion of the EBVs between the three data structures, indicating that
data size, rather than data structure, affects the dispersion of the
EBVs when using the RN-DHGLM.

The same patterns for EBV accuracies and bias were observed
when the genetic correlations were increased, either individually
or all three, to 0.5 for datasets with 100 or 200 sires and 100 or
200 offspring (Supplementary Table S4).

Discussion

Impacts of data size and structure

This study has illustrated that accuracy and dispersion of the
EBVs and the estimation of variance components obtained using
the RN-DHGLM are influenced by the size of the data. Small fam-
ily sizes (20 or less offspring per sire) lead to overestimation of
slope and dispersion, when data contained 200 or less sire fam-
ilies. The lack of enough data points to accurately estimate the
slope and dispersion may have combined with the fact that
small variances are more likely to be overestimated than under-
estimated, due to the lower boundary of 0 for variances. The
study also showed that the data structure mostly affects EBV
accuracy, while having little impact on the dispersion of the
EBVs or the estimation of variance components. It has previously
6

been shown that the precision of estimating variance compo-
nents is lower for small datasets when using the RN-DHGLM
(Mulder et al., 2013). As a result, Mulder et al. (2013) suggested
that a minimum of 100 sires with at least 100 progeny would be
required to estimate micro-GES with sufficient precision, mea-
sured as SD across replicates. However, the current study has
shown that all variance components can be reasonably accu-
rately estimated (means deviating �20% from true and SEMs
�10% of true) from data with 20 offspring from 500 or more
sires or 50 offspring from at least 100 sires. The current study
used SEM rather than SD across replicates to evaluate the accu-
racy of the estimates. Using SEM takes the number of converged
replicates into consideration and is thus a measure of the preci-
sion of the estimates, whereas SD across replicates is a measure
of the variation in estimates. The difference in accuracy defini-
tions may contribute to the difference in conclusions. Further-
more, Mulder et al. (2013) found that for datasets with 100
sires having 50 offspring or less each or datasets with 50 sires
with 100 offspring, the algorithm had to force the covariance
matrix to be positive definite for 5–51% of the replicates, respec-
tively. In the current study, the covariance matrix was not forced
to be positive definite, but the percentage of converged repli-
cates followed a similar pattern to the number of replicates
where the covariance matrix was bent to be positive definite
in Mulder et al. (2013).



Fig. 4. Estimated additive genetic variance of dispersion for data with 50, 100 or 200 sires, with varied number of offspring per sire for the even data structure (squares), the
uneven data structure (circles) and unbalanced data structure (triangles). Error bars indicate 95% confidence intervals and * indicates values where the confidence interval
does not contain the true value (red line) of 0.1.
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Small data sizes resulted in underdispersed EBVs for intercept
and overdispersed EBVs for slope and dispersion, while the EBVs
from larger datasets generally were unbiased (95% confidence
interval overlapping 1) for intercept and dispersion. However,
while the estimate was relatively close to 1 and stayed consistent
across larger data sizes, the EBVs for slope of the reaction norm
(macro-GES) were slightly overdispersed and had confidence inter-
vals not overlapping 1 for some of the larger data sizes, because the
increase in data resulted in reduced SEMs.

The accuracy of the EBV for each of the components (intercept,
slope and dispersion) increased with the number of offspring per
sire. This result aligns well with the expectation regarding the
accuracy of a progeny test and the effective number of progeny
per sire (Oldenbroek and Waaij, 2015). This also helps to explain
why the even data structure generally had higher EBV accuracies
than the uneven or unbalanced data. The accuracy of the EBVs is
averaged across sires, so when the use of sires follows C(1,noff

-1 ), a
few sires will have a slight increase in accuracy due to having more
offspring than the average. However, the increase will not be
enough to offset the large number of sires with decreased accura-
cies due to having fewer offspring. Thus, the average accuracy is
decreased in the datasets with uneven use of sires. The effect of
uneven use of sires on the average accuracies of the EBVs is there-
fore as expected from the general linear mixed model theory.
7

Environmental covariate in reaction norms

Determining the EC to be used in a reaction norm is important
when estimating parameters relating to macro-GES. In field data,
the EC has to be estimated from the data itself. There are multiple
examples where this was applied. Kolmodin et al. (2002) used
deviations from the across-country average of the trait in question
as primary herd environments for protein production and days
open in Swedish dairy cattle. Fennewald et al. (2017) used
within-region phenotypic averages as EC for birth and weaning
weight. Li and Hermesch (2016) used the least squared means of
herd by birth month. However, the use of pre-estimated or pre-
calculated ECs results in an inclusion of a function of the data in
the analysis which can result in biased estimates of variance com-
ponents and EBVs. Alternatively, the model can iteratively update
the EC throughout the analysis thereby adjusting for the other
effects in the model (Calus et al., 2004; Su et al., 2006). Calus
et al. (2004) found no increase in accuracy compared to using phe-
notypic herd-average, while Su et al. (2006) found the iterative
procedure to be superior to the phenotypic mean. The procedure
suggested by Su et al. (2006) was implemented in a Bayesian
framework using Markov Chain Monte Carlo with Gibbs sampling,
which means the error associated with estimated effects was inte-
grated out before including it as EC. To reduce the risk of errors in



Fig. 5. Correlation between sires’ true and estimated breeding values of slope for data with 50, 100 or 200 sires, with varied number of offspring per sire for the even data
structure (squares), the uneven data structure (circles) and unbalanced data structure (triangles). Error bars indicate 95% confidence intervals.
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the EC estimation influencing our comparisons, the simulated
covariate was used, i.e. the macro-environmental effect similar to
Mulder et al (2013).

However, in real data, EC values would have to be estimated
and there could be some confounding between the genetic effects
and the EC in unbalanced field data, it may be important to ensure
that is minimised as this could influence the estimation.
Estimation with genetic correlations

For simplicity, the basic simulation used in this study assumed
a zero correlation between each of the components; intercept,
slope and dispersion. The genetic correlation was accurately esti-
mated, regardless of the data structure, while the data size affected
the SEMs, i.e. SEMs decreased with increasing data size. In real
data, genetic correlations between intercept and slope have been
found to range from 0.5 to 0.8 for milk yield in dairy cattle
(Mulder et al., 2013; Ehsaninia et al., 2019), 0.3 for weaning weight
and 0.7 for yearling weight in beef cattle (Bradford et al., 2016) and
�0.1 to 0.7 for litter size in pigs (Knap and Su, 2008). It is important
to note that the genetic correlation between intercept and slope
depends on the placement of the intercept. The intercept is placed
at 0 on the EC scale but depends therefore on whether and how the
EC scale is scaled. In this study, the intercept was placed at the
average EC which was 0. The genetic correlation between intercept
8

and dispersion values has been found to range from �0.6 to �0.5
for litter size in pigs (Sorensen and Waagepetersen, 2003; Felleki
et al., 2012), not significantly different from zero in fledgling
weight in Great Tit (Mulder et al., 2016) and 0.5–0.7 for milk yield
in dairy cattle (Mulder et al., 2013; Ehsaninia et al., 2019). The
genetic correlations between slope and dispersion were 0.5–0.8
for milk yield in dairy cattle (Mulder et al., 2013; Ehsaninia et al.,
2019). To examine the impact of non-zero genetic correlations,
the simulated genetic correlations were raised to 0.5 between
either intercept and slope, intercept and dispersion or slope and
dispersion, or all three at once. When the correlation was increased
to 0.5, there was no effect on the accuracy or bias of the estimated
variance components or EBVs. In the current study, SEMs of the
estimated genetic correlations did not increase compared to the
scenarios with no genetic correlation. However, the percentage of
converged replicates was lower when a genetic correlation of 0.5
was included between slope and dispersion, i.e. between macro-
and micro-GES, regardless of whether the remaining genetic corre-
lations were 0 or 0.5. Mulder et al. (2013) noted that the inclusion
of a genetic correlation between the components can increase the
number of replicates where the variance–covariance matrix needs
to be forced to be positive definite in order to converge. Overall, the
presence of genetic correlations of 0.5 had only a slight impact on
the estimation of variance components or accuracy and bias of
EBVs using the RN-DHGLM.



Fig. 6. Correlation between sires’ true and estimated breeding values of dispersion for data with 50, 100 or 200 sires, with varied number of offspring per sire for the even
data structure (squares), the uneven data structure (circles) and unbalanced data structure (triangles). Error bars indicate 95% confidence intervals.
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Application to real data

This study has shown that macro- and micro-environmental
sensitivity can be estimated when the dataset is more unbalanced
than previously suggested. This finding allows for the methods to
be applied in real data scenarios. Real datasets may enable the
study of interesting concepts that are often difficult to simulate.
An example of this is environmentally heterogeneous residual vari-
ance which was not included in the current study, due to the com-
plexity it would add to both the simulations and analysis. In the
current study, the residuals have genetically heterogeneous but
environmentally homogeneous residual variance. Many studies
have shown traits in multiple species with environmentally
heterogeneous residual variance (e.g. Fujii and Suzuki, 2006;
Shirali et al., 2015; Madsen et al., 2018), and therefore, the impacts
of heterogeneous residual variance should be investigated in future
studies. The current study also included a single generation of pro-
geny, with a complete half-sib design (assuming sires are mated to
random dams), and did not examine the effects of selection and
non-random mating. Real datasets typically cover multiple, and
often overlapping, generations and include selection and non-
9

random mating. Interestingly, the RN-DHGLM is a special type of
a mixed model that has the properties of BLUP, therefore, it is likely
that multiple and overlapping generations, selection and non-
random mating would be accurately handled provided the data
and pedigree is appropriate and correctly recorded (Mrode,
2005). Furthermore, fixed environmental effects other than the
population mean are expected in real data. Mulder et al. (2013)
randomly assigned animals to contemporary groups within
macro-environments without simulating the effect of these
groups. When contemporary group was included as a fixed effect
(data with 100 sire with 100 offspring each), an increase was
observed for the number of replicates where the covariance matrix
had to be forced to be positive definite as well as the SD of the esti-
mated genetic variances. The estimated variance themselves chan-
ged little compared to those from analyses without the fixed effect
of contemporary group (Mulder et al., 2013). The need to force the
covariance matrix of more replicates to be positive definite may
stem from the fact that the fixed effect is absorbing part of the
additive genetic effect, especially with small contemporary groups.
Therefore, the estimated genetic variance may become lower
resulting in a higher probability that the genetic variance–covari-



Fig. 7. Regression coefficient from a regression of sires’ true breeding values on their estimated breeding values of slope for data with 50, 100 or 200 sires, with varied number
of offspring per sire for the even data structure (squares), the uneven data structure (circles) and unbalanced data structure (triangles). Error bars indicate 95% confidence
intervals and * indicates values where the confidence interval does not contain 1 (red line).
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ance matrix is not positive definite. The findings from this study
provide an opportunity to examine the estimation of macro- and
micro-environmental sensitivity in real data that cover varied
environments and production systems.

Conclusions

Both accuracy and bias of the EBVs and the variance component
estimation were influenced by the data size, while the data struc-
ture only consistently affected accuracy of EBVs. The inclusion of a
positive genetic correlation between genetic components did not
influence the accuracy and bias of the EBVs or the estimation of
variance components, regardless of the data structure. The results
show the RN-DHGLM is applicable to unbalanced data and data
with small average family size (20 offspring on average) when
the number of sire families is large (minimum 500) or data with
larger sire family size (at least 50) and fewer sire families (100 or
more). The possibility of using the RN-DHGLM on unbalanced data
and on data with relatively small sire families allows for the esti-
mation of macro- and micro-GES in larger field datasets and
obtaining macro- and micro-GES EBVs for sires with few offspring.
This increases the number of candidates that can be potentially
selected to improve macro- and micro-GES within a breeding
programme.
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