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One of the challenges of global software engineering courses is to bring the practices and experience of
large geographically distributed teams into the local and time-limited environment of a classroom. Over the
last 6 years, an on-campus studio course for software engineering has been developed at the University of
Queensland (UQ) that places small teams of students on different features of a common product. This creates
two layers of collaboration, as students work within their teams on individual features, and the teams must
interoperate with many other teams on the common product. The class uses continuous integration practices
and predominantly asynchronous communication channels (Slack and GitHub) to facilitate this collaboration.
The original goal of this design was to ensure that students would authentically experience issues associated
with realistically sized software projects, and learn to apply appropriate software engineering and collabo-
ration practices to overcome them, in a course without significant extra staffing. Data from the development
logs showed that most commits take place outside synchronous class hours, and the project operates as a tem-
porally distributed team even though the students are geographically co-located. Since 2015, a course adapted
from this format has also been taught at the University of New England (UNE), an Australian regional uni-
versity that is also a longstanding provider of distance education. In this course, most students study online,
and the class has to be able to work globally, because as well as students taking part from around Australia,
there are also typically a small number of students taking part from overseas. Transferring the course to a
smaller but predominantly online institution has allowed us to evaluate the distributed nature of the course,
by considering what aspects of the course needed to change to support students who are geographically dis-
tributed, and comparing how the two cohorts behave. This has produced an overall course design, to teach
professional distributed software engineering practices, that is adaptable from large classes to small, and from
local to global.
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1 INTRODUCTION

Over the last 6 years, an on-campus studio course for software engineering has been taught at
the University of Queensland (UQ) that places small teams of students on different features of a
common class-wide product. We describe the course as supercollaborative because there are two
layers of collaboration: students work within their teams on individual features and the teams
must interoperate with many other teams on the wider product.

The course is based on studio pedagogies, which have a long history in design disciplines [45]
and over the last 20 years have become increasingly valued for teaching software engineers to be
reflective practitioners [19, 52, 68]. Studio courses can vary significantly, but they typically focus
on collaborative and cooperative work on more authentic tasks, with feedback from instructors
and peers given while work is in progress. This creates a learning environment centred around the
learners’ action and what they need to learn in order to accomplish their design goal [40]. Studio
pedagogies are well suited to developing reflective practitioners who can grapple with realistic
“messy” design problems [64, 65].

The original aim of our supercollaborative design was around general software engineering
[5, 67], to ensure students authentically encounter the difficulties of scale that motivate many of
the professional practices they were learning. We had observed that on smaller more traditional
group projects, of perhaps four students, it was possible for students to produce programs that
work without applying version control, continuous integration, or other practices that the course
sought to teach. However, with a class-wide project where students could not individually know
the whole code base, the software engineering tools and practices we were teaching became a
necessity. A noticeable educational advantage inherent in a supercollaborative design is that as
the class was not fragmented across many projects, instead students are engaged in a collective
endeavour, it was easier for the teaching staff and the students to follow the development of the
class as a whole. For the students particularly, this provided richer opportunities for learning from
the experiences and practices of other groups in the class. Not only would students observe when
another team breaks the build or encounters “merge hell,” but they would also interact with other
groups’ designs and code across the project.

Although our reason for increasing the scale of collaboration in the UQ course was to coerce
students to apply general software engineering practices, we have observed that it also scales the
collaboration beyond a size that could be coordinated in regular class time alone. One of the con-
straints on the course design was that it should only use scheduled teaching spaces rather than
have its own dedicated full-time studio space [67]. Because the teaching spaces are only avail-
able for short periods during the week, most development work and communication takes place
outside the classroom using continuous integration practices and predominantly asynchronous
communication channels (Slack and GitHub, using an issue tracker and wiki for feature coordi-
nation). For instance, data from the development logs, as illustrated in Figure 1, shows that most
commits are widely distributed throughout the week, even though the studio course represents
only one-quarter of a student’s full-time load for a semester.

This combination of short periods of synchronous communication (scheduled studio time)
with extensive asynchronous collaboration throughout the remainder of the week has some
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Fig. 1. Data from the version control system showed that most of the work was distributed outside class
hours, when the class would have to operate as a distributed team. A visualisation of 2014 data, the year
before the off-campus course ran, is shown.

correspondence with the balanced synchronicity communication model in Britto et al.’s extended
global software engineering taxonomy [8]. This is not an unexpected result—the course design in-
tentionally mimics the practices of distributed software development—but the data does indicate
that the project in this regard behaves as a temporally distributed team even though the students
are geographically co-located. There are, however, very significant differences from global soft-
ware engineering projects:- language and cultural dimensions are not captured, and the temporal
distance students encounter is of a different kind than would normally be encountered in a global
project. Whereas taxonomies such as Šmite et al. [66] classify temporal distance in terms of the
timezones participants must operate within, in this class the temporal distance is created by the
varying schedules, habits, and other time constraints of so many students.

Since 2015, a course adapted from this format has also been taught at the University of New
England (UNE), an Australian regional university that is also a longstanding provider of distance
education. At UNE, most students study online, and although the class size is smaller (approxi-
mately 50 students) it has to work globally, because as well as students taking part from around
Australia, there are typically also a small number of students taking part from overseas. As many
off-campus students are in full-time employment, the class also has to be able to operate asyn-
chronously. Unlike popular Massively Open Online Courses (MOOCs), it cannot rely on having a
critical mass of students available for synchronous online sessions, and as a compulsory course
within a degree, cannot disadvantage students who cannot make regular class hours.

Taking the course from a large on-campus cohort to a smaller distributed cohort has allowed us
to further examine the hypothesis that the course design promotes and practices distributed de-
velopment. For the UNE geographically distributed variant of the class, comparatively few adap-
tations had to be made to the course design to allow it to run. Principally, the critique process,
whereby teams present their work during development and other students are asked to offer a
critique and advice, was adapted to work via video submissions and replies. Analysis of the geo-
graphically distributed class’s development also allows us to discover what qualitative differences
there are between how a supercollaborative on-campus project behaves, and how a genuinely
distributed class behaves when developing software.
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Our research takes an Action Research approach [7, 13, 41]. Over a number of years, a group
of researchers and practitioners have sought to bring together theory, action, reflection, and prac-
tice to improve software engineering studio education. We regard this approach as particularly
appropriate for a course using studio pedagogies, which are themselves grounded in theories of
reflective practice [65] and situated learning [45].

The design of the first two iterations of the on-campus supercollaborative studio have already
been presented [5, 67]. The focus of this article is on its adaptation and transfer to run in a predom-
inantly distance education mode. In order to examine reflectively, from the data that the course
produces, how on-campus supercollaboration reflects the practices of distributed teams of stu-
dents, we focus this article on the following research questions:

—What changes would enable a supercollaborative course to run effectively for a class with
a mixed cohort of geographically distributed and on-campus students?

—Are there apparent qualitative differences between the behaviour of an on-campus super-
collaborative class, and a geographically distributed supercollaborative class?

—Phenomenologically, how do students critique each other’s work when working asyn-
chronously over video as they cannot meet on campus?

To situate these questions, in the next section we will describe how the on-campus course has
evolved since it was first presented. For example, the critique process that we adapted and exam-
ined for UNE’s distributed class was not included in the first two iterations at UQ.

2 RELATED WORK

2.1 Design Studios in Software Engineering

The on-campus course was designed at the University of Queensland, which has a long history
of bringing studio practices into software engineering [19]. As this is the lineage of the course
design, it is worth explaining the history and pedagogy of studio.

As a teaching environment, studio has a history that stretches back to schools such as the École
des Beaux Arts in the 19th century. However, most modern studio pedagogies take their inspiration
from current educational practices in architecture, design, and planning schools. Students are given
realistic multi-faceted design problems, and a shared learning space with other students working
on their own design projects. Work in the studio is seen as cumulative, with frequent critiques
during the course of a project through “pin ups,” where work is pinned to the wall for the class
collectively to critique, and desk critiques between the instructor and participants. These studio
settings have long dominated architecture and planning education [20, 45], because they are well
suited to the ill-defined and far-reaching problems that design challenges encompass. Levy [40]
observed that the studio is the environment in which all aspects of architectural skills can be
learned and practiced together, and that the design goal drives students to learn what they need
in order to complete it. Schön [64, 65] focused on the studio as a means to develop “reflective
practitioners,” who can leave the high ground of theoretically solvable problems, and enter the
“swampy lowlands” where lie the messy, confusing problems that are of greatest human concern.

Recognising that software development is also a field of messy design problems with no perfect
solution [9], Carnegie Mellon University proposed the first software development studio course
[68, 69] as a significant experience that would promote reflective practice and get students beyond
“throwaway mode” in their development. Soon after, many more computer science courses took
up and adapted studio pedagogies [3, 27, 31–33, 38, 62].

Although not labelled as a studio, Fox and Patterson’s Software as a Service course [26], which
asks students to develop software in an agile manner with a customer, also has some characteristics
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common to software studio courses, and as its teaching material has been adapted to deliver a pop-
ular MOOC and textbook, is possibly the most widely known. McDermott et al. [46] examined the
link between projects and reflective practice by asking students in a global software engineering
education project course to write reflections on cultural differences and on their use of commu-
nication technology. They found the reflections on cultural differences showed significant depth
of reflection, although those on the technology were shallower, perhaps because communication
technology is so ubiquitous as to be almost invisible.

In the direct lineage of our research, the University of Queensland’s Bachelor of Information
Environments degree [19] was designed extensively around studio practice, including a studio in
every semester of the students’ studies. Although this degree, which took place at a satellite cam-
pus, has since closed, studio pedagogies have been incorporated into the university’s information
technology degrees on its main campus.

As different universities have adapted studio for their software development courses, they have
diverged significantly from its origins in design education, and there are now a wide variety of
approaches. For example, Tomayko’s original software studio [68] and Nurkkala and Brandle [52]
stress the importance of a real customer, even though studios in traditional design disciplines fre-
quently use just a simulated brief [17]. In response to how divergent studios had become, Bull et al.
[11] conducted a series of interviews with designers, architects, and artists, to establish a model
of which characteristics of a studio are considered important to traditional design disciplines, as
a way of “evaluating software studios to determine if they are in fact a studio.” Although their
eventual model is not prescriptive, they came up with a set of 10 dimensions on which studios
could be plotted, including the sense of a shared space (the studio), the “ownership” of the space
by the students, the practice of critique, and awareness of each others’ work.

When we were first designing the supercollaborative studio course [67], we found that many
of the existing courses were difficult to apply to large-scale undergraduate education. Early soft-
ware studios were frequently post-graduate [38, 68], or were highly selective in the students they
admitted [62]. Some [3] relied on the close involvement of customers and technical experts with
the teams. Others [32] used studio pedagogies only for short assignments of a few weeks within
a class. Others [12] placed students into relatively small groups on independent projects; this, we
had observed, meant that students could produce working software without needing the software
engineering skills we were seeking to teach, and so software engineering aspects, such as good
version control practices and testing, could be seen by students as busy work or only applied
after-the-fact.

2.2 Online Studios and Teamwork

Although studio approaches to software engineering have typically only been offered on cam-
pus, design schools have taken studio pedagogies online for many years [35, 37]. These use on-
line collaboration tools, virtual worlds, social networks, or other computer-supported coopera-
tive work environments, to enable creative collaboration; the virtual studio space afforded by the
tooling stands in place of a common physical space [17, 63]. This is not only motivated to en-
able remote students to engage in studio, but also because professional design work itself is now
often computer-mediated, for example through clients submitting design briefs to online design
networks and “crowdsourcing” environments [55]. In their Human-Computer Interaction studio
course, Koutsabasis and Vosinakis situated studio critiques within a virtual world for on-campus
students, linking studio practice to one of the environments of interest for the subject matter [34].
In our case, teaching distributed software engineering, the move to teach studio online similarly
aligns with professional practice and the subject matter of the course; several tools that are widely
used in global software engineering [57] become principal components of the virtual studio space.
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However, technology-mediated studios do have their drawbacks. For example, in Bull’s inter-
views with studio participants in traditional design disciplines [11], he found that the use of tech-
nology was discouraged as it tended to make work less visible to other occupants of the studio.

Some design studio courses are offered virtually because the institution specialises in distance
education. Lloyd [44] describes an introductory design thinking course at The Open University,
which incorporates a bespoke social platform where students upload work for discussion by their
peers. Among the MOOC providers, NovoEd (formerly Venture Lab) [61] has specialised in provid-
ing an online social learning environment. This was created from the need to support peer learn-
ing in an entrepreneurship course, and has since been used in a number of design-based courses,
including by the design organisation IDEO.org [1]. Early courses on the platform included a light-
weight critique process: Students would be asked to review work that had been uploaded by peers
in the course, using a simple rubric laid out as a grid of text boxes. This lightweight critique pro-
cess was one of the processes we considered when developing the three-stage critique process in
the third iteration of our on-campus course.

MOOCs are now a very common form of remote learning, and there is increasing interest among
researchers in how to promote collaboration in MOOC environments [2, 72, 73]. This has also in-
cluded investigating the benefits of synchronous collaboration among MOOC students [23, 42].
However, it is important to note that there are significant contextual differences between distance
education within a traditional university degree and MOOCs. For example, MOOCs are often cited
as having very large numbers but tolerating attrition rates around 90% [53]. The low rate of par-
ticipation extends to teamwork in collaborative MOOCs; for example, less than 10% of students
in the NovoEd classes that Wen et al. [72] examined joined a team. This means that MOOCs are
an environment that can take advantage of very large numbers to find pools of students who are
available for synchronous activity at the same time, and that can tolerate a selection effect whereby
students who find they cannot take core course activities simply do not participate. In our regional
university distance education setting, the numbers of students is much lower, meaning fewer dis-
tance education students will find their availability for synchronous work coincides with other
potential teammates, and as we need to progress students through their degrees, the tolerance for
attrition within core courses is also very much lower.

2.3 Global Software Engineering in the Classroom

As distributed and global software engineering has become more prevalent in industry, many
researchers have attempted to bring the challenges of geographically distributed teams into the
local and time-limited environment of a classroom [24, 48].

One common approach has been to set up cross-institutional collaborations, whereby student
teams from universities in different countries work together on a software project [16, 18, 36, 47,
54]. Each of the local teams meets together physically on a campus, but is geographically dis-
tant from their collaborators at the other institution. However, this requires coordination between
universities and presents logistical issues such as whether the term dates at the institutions suf-
ficiently coincide. Although these courses implement global software engineering projects, the
educational setting can still alter the challenge. For example, Richardson et al. [59] note that be-
cause the participants are students and have other coursework to balance, they face additional
scheduling challenges and competing draws on their time that a full-time professional develop-
ment team might not encounter. McDermott et al. [46] also notes that in projects that engage with
an external client, the clients’ other obligations can limit their availability, making access to them
problematic.

Another approach has been to run short simulations of global development on campus.
For example, through virtual environments that replicate challenges of communication [49] or
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requirements elicitation [60], or by dividing the class a into a small number of teams, each repre-
senting a different site, and regulating when teams can communicate with which other teams [39,
43]. Some other courses isolate particular practices that they ask students to perform with remote
peers. Murphy et al. [50] introduced a distance education course that asked students to employ Ex-
treme Programming (XP) practices and focused particularly on virtual pair programming, finding
amongst other difficulties that it was difficult for non-co-located students to schedule synchronous
sessions.

The approach we have effectively taken with the on-campus course—scaling the collaboration
beyond what can be coordinated in scheduled class time—is, to the best of our knowledge, unique.

Noll et al. [51] identified three kinds of barrier to collaboration in global software development:
geographic distance, temporal distance, and cultural distance. Of these, Clear et al. [15] found
temporal distance challenges to be most prevalent in research in global software engineering ed-
ucation. They also found that there was extensive advice in the literature that instructors should
become intimately involved with the teams and projects, while being flexible and anticipating
change. This echoes the instructors’ role in studios, where they constantly guide and advise stu-
dents in their work, rather than simply delivering instruction. On teamwork, they found students
needed to put a great deal of effort into establishing synergy with remote teams, and that this did
not always occur. Gotel et al., [30], Favela [22], and Peña-Mora et al. [56] in various ways suggest
that coming to a shared project vision is important for promoting synergy.

Translating our supercollaborative studio to a distance education environment inherently intro-
duces two of these barriers: geographical distance as the students are remote from each other, and
temporal distance as there are no common scheduled working hours for remote students studying
asynchronously. Although our hypothesis in this article is that for on-campus students, scaling up
the level of collaboration required is sufficient to cause the class to take on some characteristics of
a distributed team.

Cultural distance is not directly addressed; however, Australian university courses typically in-
clude around 25% international students (albeit lower in computer science at UNE), so some cross-
cultural collaboration is likely to be present.

3 ON-CAMPUS COURSE

3.1 Initial Description of the Course

The first two iterations of the on-campus course have already been described [5, 67], and are sum-
marised for context here. The course is designed as a compulsory class in software engineering,
that sits at second year in the programme for most students. Students enter the course already
knowing how to write small programs in Java, but the course then seeks to teach them the profes-
sional practices and tools of how large and often distributed teams build larger software products
together.

The class is structured around a class-wide project that begins at week three, so that we can
teach the basics of build systems, version control, and architecture patterns first. The students
are asked to form “feature teams” of approximately four students (eventual group size varies with
attrition), who will each design and develop a feature for a common product.

For the first two iterations of the class, we asked students to add features to an extensive pre-
existing code base, chosen so it would afford opportunities for refactoring and working with legacy
code. We saw this as an important skill, as we expected the students during their careers would
spend more time working with existing code bases than starting greenfield projects, and other
researchers had also found that this is a skill that industry demands [25]. These first two iterations
of the UQ course ran without a formal peer critique process; this was added in the third year
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of the course, at a time when UQ’s main information technology degree was being adjusted to
incorporate some of the studio approaches from its earlier Bachelor of Information Environments
programme [19].

The project infrastructure uses a continuous deployment tool chain, released progressively
through term. This includes a build system, version control system, and collaboration site, an
artefact repository from which the build system will fetch libraries, a recommended development
environment and debugger, a continuous integration server, and a dashboard for software quality
and project health metrics. Teams’ user stories are managed as issues in the ticketing system, and
teams also maintain a wiki page for their documentation. In the initial runs of the course, no com-
mon out-of-class chat system was provided, as students tended to self-organise this on Facebook.

The typical class enrollment was 70 students, with 19 features being developed on the common
legacy base. In the first year of the course, these features were chosen by staff so that they would
overlap and ensure teams would need to communicate with each other. In the second iteration
of the course, student teams were given free reign to propose their own features, with the result
that class communication spiked earlier as teams needed to negotiate with each other to avoid
duplication but ensure they could work with other teams’ features [5]. The layered collaboration
meant that each student team was working with a code base that was in flux. This meant they
needed to employ their professional skills such as testing, debugging, and continuous integration.
As the number of teams on the project was large, it also ensured that in-person communication
would not be sufficient. Interteam communication needed to occur outside class time, when stu-
dents do not have an allocated space, which allowed the course to model the practice of distributed
teams.

3.2 Evolution of the On-Campus Course

Since the on-campus course was described [5, 67], it has undergone some significant evolution. In
2013, UQ brought studio pedagogies more thoroughly into the information technology degree on
its main campus. Our supercollaborative studio became the second studio course in a sequence of
four, and the number of students entering the course increased significantly, to approximately 140
in 2013 and 200 in 2014. We also made a number of changes to strengthen the studio aspects of
the course; particularly, to give students greater ownership of the product, to promote a sense of
shared vision, and to introduce a critique process.

Whereas we had theorised that using a large legacy code base would encourage students to
engage in refactoring, in practice this did not occur. Instead, we found that students mimicked the
design of the existing code. For instance, if there was a “God object” anti-pattern in the existing
code base, teams would weave yet more functionality into it; in one case growing a single Java class
from 1,679 lines of code to 3,459 lines across 344 commits by 53 committers. This may be due to
a “tragedy of the commons,” where no single team would benefit enough from the refactoring for
the difficulty (and risk of breaking things) to be worthwhile to them. Or it could also be explained
simply as students taking poor code supplied by academics and professionals as an example to
be copied rather than as a legacy to be improved. This led to a revision of providing a smaller
initial code base, allowing students to start implementation immediately rather than wait while
they investigate an architecture or framework to tackle the solution. This gives students greater
control of the overall design, and means less time is required to know the code base before they
can begin their project. However, it also implies that there will not usually be a single coherent
product at the end of term. For example, although features will work together, there may be many
missing features—things that it would make sense to implement but that no team has chosen to
take on. Also, well-designed features from high-performing teams sometimes need to integrate
with buggy features from less active students. The project becomes a challenge for each team to
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develop a working and coherent feature while working with other teams’ code, rather than for the
class to develop a complete working product.

Also in 2013, to strengthen the studio nature of the course, a critique process was introduced. As
the class size had doubled, the class would not fit in a single tutorial session in the allocated room
and there would not be time for the whole class to focus on each groups’ work as might happen in a
traditional design studio pin-up critique. We introduced a critique process where the teams present
their work in progress in class and the critique is then conducted asynchronously out of class. Each
student was randomly allocated a number of groups in the same tutorial session to critique, and
for each group was asked to submit their advice in an online questionnaire. This advice was then
automatically anonymised and shown to the group under critique, who would indicate whether
they found the advice to be specific, constructive, actionable, and helpful. A small open source
system, Assessory, was written to handle this process, as the review of students’ critiques could
produce more than 3,000 forms across the semester [6]. Checkpoints were placed into the course,
at which students would present their work in progress for critique by their peers and for marking
by their assessors.

In 2014, when the class size had grown to 200 students, we observed that there were too many
groups on the project for students to track, and that the project had become incohesive and the
process chaotic. This was observed informally; early in the course, interacting with students in
the tutorial sessions, we observed that more students appeared to be expressing concerns about
who was “in charge” of the project, and some design disagreements between teams took longer to
resolve. The student feedback in 2014 also fell despite there being few other changes being made
to the course.

For the 2015 class, three changes were made to address this. The class was split by tutorial
group, so that instead of there being a single class-wide project, there was one project in each
tutorial group. This returned the project size to something closer to our original design, with 30–
60 active committers on each project (not every student within a team necessarily commits code).
The second change was the addition of Slack as an asynchronous communication mechanism for
the class, replacing the students’ previous use of a Facebook group. The third change was the
introduction of a design committee; one member of each group would be elected to the design
committee that had responsibility for the overall product vision of that tutorial group’s game. This
has similarities with the findings of Clear et al. [15] that a shared product vision is important to
produce synergy between teams.

The on-campus studio course remains a core part of the curriculum at UQ. Recent changes since
2016 have included expanding the role of an individual portfolio of each students’ contribution to
the project, and examining ways to make it easier for students to familiarise themselves with the
project and how to contribute to it.

4 ADAPTATION TO A DISTRIBUTED CLASS

4.1 Context

UNE is a regional university that is also a longstanding provider of distance education. Student
demographics and enrollment vary from year to year, but in 2015 across the undergraduate com-
puter science and postgraduate information technology degrees, 78% of students were registered
as distance education students, and 57% as part-time. 44% of students were located in major cities
around Australia (including 16% in Sydney and 5% in Brisbane) and 45% were located in regional
towns and cities. More than half of the distance education students reside in locations with a uni-
versity that teaches computer science or information technology, suggesting that they do not study
online because they are distant, but for other reasons such as to fit in with their schedules. Most
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students are within Australia (including 8% international students who study on campus), but each
year we do have a small number of students who are studying online from overseas, and have to
be able to cater to them.

In 2014, the university was examining how to redesign its computer science degree. As well
as updating and focusing its programme, a significant concern was how professional skills, such
as teamwork and interpersonal communication skills, could be practiced by students who study
remotely throughout their degree. As the data from the UQ course had shown that only 18% of
commits occurred during scheduled class time [5], and we had previously modelled how a super-
collaborative MOOC might work [6], we decided that it would be viable to adapt the studio course
to run for a mixed on-campus and distance education class. The course first ran in 2015, ahead of
a new degree design in 2016.

The studio course is a core course at second year level for undergraduates in computer science,
who have previously taken two first year programming courses, and is also available to under-
graduates in science and education. It is also a compulsory course in the university’s conversion
masters degrees in information technology, for students whose bachelor degree was in a different
discipline. These students typically have less programming experience than the undergraduates.
Typical enrollment is between 40 and 70 students, which is somewhat smaller than even the first
iteration of the course at UQ. In 2015, 57% of students were studying via distance education, 34%
were studying part-time, and 27% were enrolled in degrees other than the Bachelor of Computer
Science. The term length is 2 weeks shorter than at the UQ, with 13 weeks prior to the exam period
(14 in 2015), including a 2-week nonteaching period in the middle of trimester.

Students sometimes change their mode of study during the course. For example, one student in
2016 began the course on campus before moving to Europe and studying remotely 1 month into
term. Another in 2015 studied online, but from a town close enough that they were able to travel
to campus for a small number of the studio sessions. Another took the course from Asia in 2015,
but has now moved to Australia to complete their studies in other courses on campus.

The distance education component of the class means the studio has to be a digital space—a
set of collaboration tools, methods, and critique practices—rather than a physical space. However,
this also means the studio has the additional role of trying to enhance the sense of community
among the class. Whereas on-campus students may share cafés, libraries, and study spaces, the
distance education students lack an out-of-class community, and as they are dispersed across so
many locations around Australia and (sometimes) overseas, some students entering the course
might not have seen or heard any of their classmates before.

4.2 Initial Changes

The course at UNE was first taught in 2015, and was kept initially similar to the 2014 UQ course
to enable comparison. This included using the same starting code base—a physics-enabled open
world game using a top-down view, with a client and server communicating over Transmission
Control Protocol (TCP). A minimal set of changes were made, as we considered the question of
how the course needed to be altered to make it work for a distributed team.

The most pressing need was to add an asynchronous chat mechanism. While in 2014, UQ stu-
dents had used a self-organised Facebook group, we were aware that not all the class had joined
the group, and some students might be reticent to use Facebook for university purposes. We added
a Slack group for the course in the third week of term. Coincidentally, the UQ course also added
Slack in 2015.

Some immediate changes needed to be made to the critique process. Whereas in the on-campus
course, work-in-progress could be presented live to peers in a studio session, it was not going to
be possible for distance education students to present synchronously to the whole class. Instead,

ACM Transactions on Computing Education, Vol. 19, No. 2, Article 13. Publication date: January 2019.



Taking a Studio Course in Distributed Software Engineering 13:11

the presentations were recorded as video. For the 2015 class, the critique stage was kept using
text as at UQ; however, the allocation mechanism needed to change. At UQ, students needed to
know which group they would be critiquing before the presentations, so they would know to pay
careful attention. At UNE, the videos would not all be posted at the same time; some students
would inevitably be late submitting. The allocation mechanism picks the least-critiqued videos
that are available for review. This gives a soft incentive to post on time, as the pool of potential
critics to receive advice from shrinks as students open the critique task and receive their allocation.
Late-submitted videos are therefore likely to receive fewer critiques, and from students who are
themselves late submitters.

4.3 Critique Process Over Asynchronous Video

In 2016, we modified the critique process so that students would record their critiques (as well as
their presentations) as videos. An illustration of this process is shown in Figure 2.

This adaptation was made to allow students to present critiques more richly, for example, includ-
ing demonstrations of an issue, sketching alternative designs, using document-camera interactions
to focus attention, and being able to use deixis and point at things rather than having always to
describe them in text. We regarded this as important, as the class’s existing collaboration mech-
anisms are dominated by text interactions. For example, the wiki, the issue trackers, the source
code repository, and the forums all use text as their dominant medium for communication.

We conducted a pilot test of the video-based critique process in an Interaction Design course the
previous trimester [4], and observed instances where a student would screen-record the playback
of the presentation video, and scrub to points of interest to provide a commentary. This suggested
there may be interesting interactions between how presentations are conducted and how critiques
are conducted, as they would now be using the same delivery medium.

We also hope that this will provide an additional benefit of improving the sense of community
in the class, as every student’s voice will be heard by other students in the class, rather than only
those students who make their team’s video presentation. Usually, however, students will not see
each other’s faces as students are encouraged when the task is introduced to place subjects of
interest in the frame, rather than record a talking head.

The Assessory open source critique tool was modified to accept links to videos in the cloud, and
automatically display the video player. The player is shown to the person posting the video so they
receive immediate feedback that they have posted the URL correctly, as well as to the students who
need to watch the video. (For the critique stage, this is the students who have been allocated to re-
view that presentation; for the critique review stage it is the students in the group that are the sub-
ject of the critique.) Assessory supports the Learning Tools Interoperability (LTI) standard, so that
accessing the task is just a matter of clicking on a link from the class learning management system.

Currently, YouTube and Kaltura are supported as cloud video providers. YouTube has the ad-
vantage that many recording tools, such as mobile phone cameras, already include functionality
to compress and share a video to YouTube, saving students the effort of installing specialised tools
or the inconvenience of waiting for very long uploads. Kaltura has the advantage that it allows
students to upload video using their existing university account, so they do not need to register
for YouTube and accept any associated terms and conditions.

4.4 Differences Between the 2015 and 2016 Iterations

As data from the 2015 and 2016 iterations of the UNE course are described, we describe here some
of the contextual differences.

In 2016, the university shortened the length of its trimesters, from an elapsed period of 14 weeks
from the start of lectures to the start of the exam period, to 13. In each case, this includes a 2-week
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Fig. 2. The critique process works via video, giving flexibility in what students choose to show. It also enables
students to hear each other’s voices, although not normally to see each other’s faces. Top: Groups upload
their work-in-progress presentations as videos. Left: In the critique task, each student in the class is dynam-
ically allocated a number of presentation videos to watch and reply to. The critiques are also recorded as
videos. Right: When reviewing their critiques, students are asked to indicate whether each critique is con-
structive, specific, actionable, and helpful. For confidentiality purposes, the screenshots in this figure have
been generated using sample videos rather than student submissions.
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non-teaching period in the middle of the trimester, which the university uses to run “intenstive
schools” on campus for distance education students in lab-based courses such as some sciences.
Internal data within the university shows that this shortening of the term length caused a small
but measurable increase in attrition and a reduction in the number of courses students take in a
single trimester across the university. It also created an increased sense of urgency.

With the degree, the updated programme was rolled out in 2016, with a change to what majors
are offered and what courses are required. Every course in the degree was in some way different
to the 2014 offering. This caused some transience in enrollment patterns, as students who were
part-way through their degrees had individual programmes mapped for them either to complete
their existing degree requirements with the new courses, or to transfer to the new degree rules
with credit for their previous courses.

Within the studio course, whereas in 2015 the subject matter for the studio was an open world
game (as it had been in the 2014 UQ course), in 2016 we attempted a non-game topic. The project
was called Sense-O-Matic, and asked students to create a suite of data analysis and visualisation
tools. The intention was to give a project theme that connected to precision agriculture, a field that
UNE is well known for in Australia, and which elsewhere has recently seen an upsurge in start-up
activity and venture capital investment.

The assessment structure was also altered at a surface level. In 2015, the two halves of the project
were phrased as two distinct assessment phases that follow on from each other. Combined with
the mark scheme, this had the consequence that there was a set portion of marks for committing
regularly before the mid-trimester checkpoint, and a set portion of marks for committing regularly
after this point. In 2016, this was softened to be a critique point within a single trimester-long
assessment item. The aim was to take into account the wide variation in experience and ability of
the students at the start of the project, and leave the allocation of marks for production either side
of the critique boundary fluid. This was to avoid accidentally penalising less experienced groups
who might take more time to come to grips with the project, and so might have more sparse
commit records in the first half of the trimester than the second.

The course continues to be a core part of the curriculum at UNE, and from 2017 is also supported
by the introduction of a first year studio including smaller collaborative assignments, so that stu-
dents are introduced to collaborative work from the beginning of their studies. The course also
continues to evolve; for example, in 2017 we introduced a design committee based on its success
at UQ in 2015. For future iterations, we are looking at changes in how we deliver teaching content
to the mixed on-campus and online cohort, how to improve our use of student-facing learning
analytics, and how we build students’ skills in presentation and critique. We are also constantly
examining how to improve the hectic period of familiarisation at the start of the project, when
students have to come to grips with the project aims and a new code base, whilst beginning to use
tools they have only just been introduced to.

5 DATA AND OBSERVATIONS

5.1 Commit Distribution

The commit punchcard for the 2015 class, visualising when commits occur throughout the week,
is shown in Figure 3. The class size is very much smaller than in the equivalent chart for the UQ
course in 2014, shown in Figure 1. Consequently, periods of peak activity amongst groups stand out
more within the chart. For comparison, the punchcard visualisation from one of the comparatively
sized projects at UQ in 2016 is shown in Figure 4. Commits in the UNE predominantly distance
education class are distributed extensively throughout the week, but not noticeably more so than
in one of UQ’s equivalently sized projects. This suggests that whether a supercollaborative studio
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Fig. 3. Commit punchcard from the 2015 course at UNE, which used the same project topic as the 2014 UQ
course. The class size is much smaller, with 35 active committers compared to 130 at UQ.

Fig. 4. Commit punchcard from one of the comparatively sized projects at UQ in 2016.

class runs entirely on campus or in distance education does not make a qualitative difference to
the temporal distance between the groups; they still operate with far greater variability in their
working times than their time on the project (one-quarter of a full-time load) would suggest.

Figure 5 shows the total commits per week and the merge commits per week of the UNE courses
in 2015 and 2016. The tendency for work to increase as a checkpoint deadline approaches is notice-
able in both these charts, and is noticeably more severe in the 2015 version of the course, where the
two halves of the project were phrased as separate assessment items. Our previous presentation of
the on-campus course at UQ [5, 67] showed similar spikes in activity near deadlines. This suggests
that whether a supercollaborative project is run on campus or distributed, it will still be drawn to
follow the cadence of university course with marking deadlines. The total number of commits is
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Fig. 5. The total number of commits per week and the number of merge commits per week across the project.
Left: 2015 data. Right: 2016 data. Weeks 6 and 7 are the non-teaching period in both charts.

Fig. 6. Commits per committing student at UNE in 2015. (M = 20.1, SD = 17.0).

very similar across both years of the course: 1,157 in 2015, of which 809 were non-merge commits,
and 1,160 in 2016, of which 832 were non-merge commits.

The number of merge commits per week follows a similar trajectory as the total number of com-
mits per week. This indicates that despite being temporally and geographically distant, students
were succeeding in integrating their work with one another; there is no indication of the teams
diverging from one another during term and having a sudden rush of merge activity at the end.
More than 1,000 commits were made across the project each year, with only 58 not merged into
the master branch by the end of the trimester in 2015, and 52 in 2016.

The total number of commits per user, anonymised and shown in descending order, is given
in Figure 6. This does show a wide variability; activity is not evenly distributed across the class.
Two effects are likely to be conflated within this chart. Partly, this can be explained by variability
in skill level and engagement within a class, but also partly by students specialising within their
teams; for example, the student presenting the team’s work-in-progress videos is not always the
highest committer within the group. Although the lecturer, who produced the initial code base, is
excluded from this list, it is perhaps worth stating that if the committers to the project are rank-
ordered by number of commits, he is 25th in the list. In other words, more than half the class made
more commits to the project than the staff made in creating the starting code base.

In this measure, we prefer to use the number of commits, rather than the size of the commits,
as the course encourages continuous integration practices. Larger, less frequent commits would
make a similar contribution in terms of code, but would give the rest of the class less opportunity
to work with that code while it is under development. The initial code base is released to the class
as several small coherent commits, in order to model this practice.
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Fig. 7. Messages per week on Slack after the Slack group was opened in 2015 and 2016.

Fig. 8. Messages on public channels and direct messages in 2015, after the Slack group was opened.

5.2 Slack Activity Patterns

Although code contributions are a useful indicator of whether the class is succeeding in combining
its work, they are not the only form of activity in a project. Clear et al. [15] found that it requires
a large amount of communication and coordination effort to engage distant teams, and that clear
and consistent communication is important to building synergy. In this section, we consider the
communication data that comes from the Slack platform, which is by far the highest volume of
communication in our course, in order to examine when chat communication is occurring, and
how participation in chat is distributed across the class.

Figure 7 charts the volume of messages per week across the course after the Slack channel is
opened. Noticeable increases in message flow can be seen soon after it opens, and approaching both
checkpoints. The peak near the first checkpoint is substantially lower in 2016 than in 2015. Again,
this suggest that the project’s work patterns are significantly deadline-driven, and that the hard
separation of marks for work before and after the mid-trimester checkpoint in 2015 emphasised
this effect. Figure 8 charts the numbers of messages on Slack that were in public channels versus
those that are direct messages. The peaks in message flow are visible in both categories, but there
is visibly greater variation in the public channel.

Although there is great variation in the amount that is posted on the public channel throughout
the term, the readership is more consistent. Figure 9, taken from Slack’s statistics feature, shows
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Fig. 9. The small version of Slack’s analytics chart of active readers across the project in 2016. The peaks and
troughs in workload are less apparent.

Fig. 10. Messages per user on Slack. Top: 2016 (M=248, SD=396). Bottom: 2015 (M=453, SD=808). The range
of the box plots has been fixed, hiding outliers, to allow easier comparison of the 2 years.

the chart of people reading messages during the course in 2016. Although there is a gradual decline
from the initial level of activity, and a small ramp close to the final project deadline, the peaks and
troughs that were evident in the charts of messages posted are much less pronounced.

As well as message-writing behaviour not being uniform throughout the term, it is also not
evenly distributed across the class. Figure 10 charts the messages posted on Slack per user in the
2015 and 2016 iterations of the course, anonymised and in descending order. In both cases, the
message stream appears to be dominated by a number of vocal students, while there is a long tail
of students who are present but post few messages. In both 2015 and 2016, 27 students posted at
least 50 messages into Slack over the trimester. However, the very high variability in participation
raises the concern that the project conversation may centre on a small portion of the class.

It is worth noting that Slack is not only used for inteream communication but also for intrateam
communication, as teams with distance education students are usually geographically distant from
each other, not just from the rest of the project. In 2016, 12 groups created channels for group com-
munication. Accordingly, the long tail of students who are less active participants could indicate
that some groups are less communicative, or could indicate that they chose to use a different
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medium than Slack for their group communication, and were therefore less likely to be present at
any given moment to engage in serendipitous public chat with members from other groups.

5.3 Issue Management, Wiki, and Continuous Integration

Although Slack is the highest volume communication mechanism in the class, it is essentially for
ephemeral conversation. Both iterations of the course exceeded the 10,000 message limit that is
Slack’s default limit for how much of the conversation history is made accessible. Like the on-
campus students at UQ, the UNE teams coordinated their work using a ticket manager (within
GitHub in 2015 and GitLab in 2016), and documented their feature’s design on the associated wiki.
The move to GitLab in 2016 was logistical, allowing students to log in using their university ac-
counts (via LDAP integration). This removed the need for staff to manage how students’ university
identities mapped to their GitHub identities.

In 2015, 50 issues were created by students in the issue manager over the trimester, attracting
555 comments. Of these, the 14 issues tagged enhancement, which represent the features the teams
developed, received a greater number of comments (M = 20.6, SD = 13.6) as other teams coordi-
nated with them. On the wiki, teams created 21 pages documenting their designs, with 40 students
making 440 revisions across the trimester (M = 11.0, SD = 11.4). The continuous integration server
attempted to build the students’ code 288 times, with 214 successful builds.

The data from these systems suggests that they were used appropriately by students, and that
there were reasonable levels of engagement and coordination between the teams. The differences
in numbers between the 2014 UQ and 2015 UNE cohorts makes direct comparison on the same
project difficult. When comparing with projects from the 2016 UQ tutorial groups, there appears
to be similar levels of engagement. For example, one of the tutorial projects created 39 issues
attracting 466 comments, and on the wiki 47 students made 570 revisions to 30 pages. Athough
these on-campus numbers are somewhat larger, we do not find there to be qualitative differences
between how the on-campus and distributed classes behave in regard to the issue manager or wiki.

6 CRITIQUE ANALYSIS

In 2016, we altered the critique process so that students would deliver their critiques via video, not
just their presentations. We hypothesised that this would allow students to present their critiques
more richly, for example, through the use of visual props and deixis. We also hope this will have a
second benefit of promoting a sense of community within the course, as more students hear each
other’s voices. As part of our analysis of the distributed course at UNE, these critiques also became
a subject of analysis.

6.1 Development of an Analysis Framework for the Critiques

In preparation for the analysis of the critiques, we undertook a literature review concerning peer
and tutor feedback, focusing on higher education and upper secondary high school Information
and Communication Technology (ICT) contexts.

A review by Winstone et al. [74] considered 30 years of literature to define and categorise proac-
tive recipience processes and the characteristics of messages in feedback. Using a broad framework
and coding system, the authors characterised assessment literacy to support the recipience pro-
cess, a process highly relevant to our overarching focus to improve feedback dialogue and learner
engagement. Emphasising a stepped assessment framework, Weltzer-Ward et al. [71] developed
a theoretically based coding process to uncover the structure and quality of critical thinking in
online discussions providing feedback. This coding process highlighted the value of developing a
stepped solution for coding and analysis, seeking out prompts in feedback, and the importance of
structure and quality not being mutually exclusive when assessing feedback.
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Existing frameworks with potential relevance to our project included Tseng and Tsai [70], who
analysed peer feedback using a framework by Chi [14] to categorise feedback into four categories:
corrective, reinforcing, didactic, and suggestive. Gielen and De Wever [28] proposed a scoring
rubric for analyzing peer feedback content based on the Feedback Quality Index [58] and later
developed a coding scheme to structure the peer feedback process to include feedback category
descriptions and examples [29]. Brown and Glover [10] developed a classification system to dis-
tinguish actionable feedback by identifying sub-categories to analyse feedback content and skills.

A subset of 48 videos were selected, comprising 12 videos documenting the team designs and
36 peer-critique videos authored by 12 students who each critiqued three team presentations. The
teams and students were selected manually by three researchers, including the lecturer, in an at-
tempt to maximise the variety of students that would be captured by the sample set. To develop
our coding protocol, each of the aforementioned frameworks was applied to the video data to
evaluate their usefulness in our context. In parallel, we also conducted a content and thematic
analysis to identify alignment with the literature, and missing attributes that were not covered by
the frameworks in the literature. Two researchers conducted the iterative video analysis by firstly
selecting and coding the peer-critique videos, and then coding the team videos. The coding was
done in this way to eliminate possible order bias that might come from watching comprehensive
coverage of project elements in the team videos first. The analysis used a well-defined procedure
adapted from the inductive approach to video research [21]. That is, we viewed the unedited video
several times, with deeper analysis on subsequent viewings to uncover major themes. During the
first level of analysis, we identified the broader characteristics. In the second level analysis, the
team presentation and peer-critique videos were viewed to code the finer grained events.

The full research team convened to compare and contrast the literature framework analysis with
the emergent themes, categories, and codes from the parallel content and thematic analysis. This
indicated that three frameworks appeared particularly relevant to the current project: Brown and
Glover [10] in relation to motivation feedback, Gielen and De Weaver [29] to help us define and
refine categories to measure the quality of the peer feedback message, and Tseng and Tsai [70] to
characterise the four types of feedback.

The thematic analysis led us to directly adopt the Tseng and Tsai [70] Feedback Type: correc-
tive, reinforcing, didactic and suggestive. We redefined a subset of categories from Brown and
Glover [10] relating to motivational praise, adding the categories of evaluative (judgement of per-
formance) and descriptive (specific information describing particular qualities of the project). From
Gielen and De Weaver [28], we adopted the categories of suggestions and examples from their scor-
ing rubric.

The content analysis also identified several missing elements, leading to the development of
four additional themes: Presenter Team Focus, Reviewer Peer Critique Focus, Reviewer Presentation
Mode, and Reviewer Quality of Peer Feedback. All component categories are considered not to be
mutually exclusive.

The final classification protocol for coding the data comprised 5 themes and 42 categories to
characterise the main elements of the team and peer-critique videos. The final analysis iteration
involved revisiting and re-coding the video data against these themes.

6.2 Critique Analysis Results

In this section, we present descriptive results from the coding of the videos against the classifica-
tion protocol. For each theme, we present the categories that were identified within them, together
with the results for each category. Some characteristics of the videos that do not directly relate to
the categories but are practically helpful for teachers to know (such as the duration of the videos—
whether the class adhered to the requested length) are also presented.
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Fig. 11. Team video duration distribution (M = 5.51 minutes, SD = 3.22).

Fig. 12. Critique video duration distribution (M = 2.20 minutes, SD = 1.27).

6.2.1 Presenter Team Focus Theme. The team work-in-progress presentation videos ranged be-
tween 3 and 12 minutes in duration (5 minutes was requested in the assignment description) and
the critique videos ranged between 1 and 4.5 minutes in duration (no length was formally speci-
fied). Figures 11 and 12 show a representation of the distribution.

The Presenter Team Focus theme comprised two categories of code representing coding lan-
guage and visual and mechanic representing the aesthetics and functional aspects of the project.
Ten out of twelve presenters primarily focused on visual and mechanic aspects of the project (80%)
and code (20%), with the remaining two out of twelve presenters focusing on visual and mechanic
(40%) and code (20%).

6.2.2 Reviewer Peer Critique Focus Theme. This theme comprised four categories: visual rep-
resenting the aesthetics, mechanic representing the functional aspects, code representing coding
language, and structure representing aspects of the actual video presentation. Table 1 summarises
the results in this theme.

Across critique videos, regardless of the focus adopted by the team, the predominant peer-
critique focus was on the mechanics of the project with a secondary focus on the visual aspects of
the project. Although just over one-third of critiquers referred to coding, it was a low level focus.

6.2.3 Reviewer Presentation Mode Theme. Interestingly, all team videos displayed a computer
screen slide-based presentation with spoken narration to document the team’s design work.
Whereas, the predominant Presentation Mode in the peer-critique reviewer videos displayed the
student’s computer screen (78%). This was followed by face-to-camera (15%) and camera-to-paper
(7%) presentation. Text-on-screen featured as the major prop in all videos along with supporting
diagrams (39%) and images (22%).
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Table 1. Critique “Reviewer Focus” Category Distribution and Level
of Focus Expressed within the Video

Categories Overall percentage
(n=36)

Level of focus expressed
within category

% Low focus % High focus
Visual 58% (21/36) 70% (15/21) 30% (6/21)
Mechanic 88% (32/36) 34% (11/32) 66% (21/32)
Coding 36% (13/36) 77% (10/13) 23% (3/13)
Structure 33% (12/36) 8% (1/12) 92% (11/12)

Note: Categories are not mutually inclusive.

Table 2. Feedback Type Definition Adapted from Tseng and Tsai [70]

Feedback Type %
Reinforcing: Feedback on what is proper or correct. Positive feeling or
recognition of the work expressed. Could include inexplicit encouragement
without reason.

47% (17/36)

Suggestive: Indirect style advisory feedback if design is incomplete rather
than incorrect. May alert author to problem without telling exactly what the
problem is. Hints, pauses, rising intonation used to redirect student’s
thinking. This kind of feedback is also considered a kind of scaffolding.

33% (12/36)

Didactic: Provide lengthy explanations for errors or inadequate information.
Lengthy explanation to direct students onto right track.

14% (5/36)

Corrective: If student’s preliminary design or information is incorrect, then
peer gives feedback to directly point out and/or corrected error.

6% (2/36)

6.2.4 Reviewer Critique Feedback Type Theme. Tsang and Tsai [70] provided a comprehensive
suite of feedback types, which are reported in Table 2. Of note, the reviewers primarily (80%)
adopted a social approach to deliver their message supported by encouragement and direction for
improvement.

6.2.5 Reviewer Quality of Peer Feedback Theme. The Quality of Peer Feedback Theme com-
prised three dimensions: Organisational Logic, Motivational Praise, and Suggestions.

Organisational Logic: The structure of the critique was categorised to indicate clearness of
the message. 72% (26/36) presented reasonable structure and clear logic with the remaining
28% (10/36) providing a video critique which was considered fragmented and lacking in
continuity.

Motivational Praise: 95% provided evaluative motivational praise expressing judgement
about achievement. 49% of reviewers went on to provide descriptive motivational praise
and support within a context specific to the project. Further examination of this dimension
revealed that the majority (74%) of reviewers provided substantial and specific critique.

Suggestions: Overall, 83% (30/36) of critique reviewers provided suggestions for future im-
provement to team projects. There were two categories differentiating the nature of the
suggestions. Concrete suggestions provided immediate solutions for the more tangible as-
pects of the project, with 37% (11/30) only providing a purely concrete suggestion. Abstract
suggestions provided a process or mechanism to review and improve the project, with 13%
(4/30) only providing a purely abstract suggestion. A suggestion with an approximately
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even balance between concrete and abstract suggestion was provided by 44% (13/30) of the
reviewers and 6% (2/30) provided a predominantly abstract suggestion with some further
links to concrete suggestions.

6.3 Critique Analysis Discussion

The results from our analysis of the videos appear to support our hypotheses for the use of asyn-
chronous video as a medium for providing critique.

We had hypothesised that this would provide a richer medium, allowing students to include
visual props and use techniques such as deixis. Although text on screen was the most common
visual aid used in critique videos, a significant proportion also used supporting diagrams, images,
or paper. While our secondary hypothesis, that using video as a critique medium would enhance
the social aspects of the course is not directly measured in the coding scheme, this hypothesis is
encouraged by our finding that the vast majority of students primarily adopted a social approach
to deliver their message, using encouragement and suggestion, and by the fact that 95% of critique
videos provided some form of motivational praise. For the UNE cohort, where students are dis-
tributed across Australia and overseas, the critique process is one of few occasions in which they
would hear each other’s voices. That it transpires that they hear significant amounts of construc-
tive encouragement from those voices seems inherently positive.

The video critiques were found to be predominantly well-structured and clear, and to focus on
higher level aspects of the teams’ development work, such as the “mechanic” of their feature and
its visual aspects, rather than delving into the lower level detail of the code or the structure of the
video presentation. We find this encouraging, in terms of its match to the aims of studio critique
in the course. The course is not simply a course in programming language skills, but in distributed
software development, and studio critiques are intended as an avenue for reflective practice and en-
couraging higher level thinking. As the project is a shared code base in a collaborative project, the
lower-level aspects around correction of the code can be addressed through the collaboration tools.

We also observe a possible logistical difference between using asynchronous video in dis-
tance education and the critique mechanism on campus at UQ. When teams are presenting syn-
chronously in class, the length of their presentation can be controlled by the simple expedient that
at the end of their allotted time they need to vacate the podium so that the next team can have
its turn. With cloud video submission, the length cannot simply be controlled by scheduling, but
must either be written as an extra check into the submission mechanism, or included in the mark
scheme. In our results, three presentation videos exceeded 10 minutes duration, and three critique
videos exceeded 4 minutes in length. Currently, we do not actively control video duration, but rely
on viewers’ ability to scrub ahead in the video or increase the playback speed.

7 RECOMMENDATIONS

In this section, we gather and summarise some recommendations that come from our experience
running the course:

—Taking account in the marking of the quantity and frequency of commits and merges en-
courages the class to follow continuous integration practices. We find using a rubric assists
with this, as the descriptors in the rubric clarify that it is a data-informed judgement on
the contribution, quality, and consistency of the groups’ work in the project, rather than a
simple measure that could be gamed.

—The early weeks of the project, where students are familiarising themselves with their fellow
groups, the project vision, the code, and the toolchain, can be particularly challenging to
many students. Care needs to be taken in how students are introduced to the project and
brought on board.
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—There is a careful balance to be drawn in the size of the initial code base. While it is generally
advantageous to keep this code base small so it is easy to learn, it needs to establish an initial
vision for the project and make key architectural decisions that would otherwise delay the
class from getting started.

—The steep learning curve of the early weeks in the project means that at the first checkpoint,
some teams may have committed less code even though they are engaged with the project.
To avoid unduly penalising these teams, recent editions of the UNE class conduct presenta-
tion and critique at the checkpoints, but only summatively assess each group’s contribution
across the project as a whole.

—There can also be a significant rush in the final week of the project. To mitigate the risk
of a last minute incompatible change from another team fouling a team’s demo with little
time to recover, although we ask students to merge to master regularly, we recommend they
record their demo from their (more controlled) group branch before they deal with the last
few merges.

—We recommend asking students to score the critiques they receive against a set of cate-
gories. As well as prompting students—who may be caught up in their own plans for their
development work—to view and consider the critiques they have received, it also gives the
students performing the critique some simple guidance in what is expected. Generally, how-
ever, the scaffolding we give to students on how to present their work in progress, and how
to structure and present a critique, is an area we are continuing to work to improve.

—We encourage students not to appear in the videos if there is something else that is rele-
vant to show. While this might seem counter-intuitive in terms of building trust, and some
students do record their critiques as a talking head, it encourages students to think about
what is most helpful to show in the frame for what they want to say. It also normalises not
appearing in the video, which is useful as occasionally an online student has a significant
cultural or personal reason why they do not wish to appear on camera.

—Some student-submitted videos can significantly exceed the requested length. How this will
be handled should be made clear to students, for example, whether the marker will stop
watching altogether, or whether they reserve the right to start skimming and scrubbing
forward in the video and will take the excess length as a factor in the marking.

8 CONCLUSIONS

The development of the course at both institutions over 6 years has produced a design that appears
to be scalable from small to large classes, and from on-campus environments to geographically dis-
tributed distance education. In both institutions, the course is structured to operate with a limited
amount of resources and staffing.

At the time of writing, the distributed course at UNE has completed three iterations. The changes
that were needed to adapt it for a mixed on-campus and online cohort were minor. The critique
process was altered to address the issue that students could not present their work to their peers
synchronously, and a Slack chat group was added to enhance collaboration and coordination. How-
ever, around the same time, the UQ course also made two changes that coincidentally brought their
on-campus course closer to the UNE course: they also introduced Slack as a chat mechanism, and
by splitting the class into separate projects for each tutorial group they reduced the project size to a
similar number of students as in the UNE version. A design committee, which was a UQ innovation
in 2015, was also adopted into the UNE course in 2017.

The distributed and on-campus classes behave very similarly to each other in terms of when
work occurs. Although the course represents only one-quarter of a student’s full-time study load,
in both versions of the course the commit distributions extend across more than a full-time working
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week. Although the UNE class includes many students who study part-time and consume teach-
ing materials asynchronously, they still display typical on-campus class-like behaviours, such as
a large variability in the work performed from week to week and being strongly influenced by
marking deadlines. The variability in when students work (both within the week and from week
to week) is much larger than would be typical for a professionally conducted global software engi-
neering project. Although the class requires the practices of distributed projects, in some respects
it behaves distinctly as a class.

In our analysis of the critique videos, we find that students primarily adopt a social approach
to giving feedback and advice, with encouragement and suggestion outweighing explanation and
correction by a wide margin. The vast majority of critiques we examined included motivational
praise and suggestions. Eighty-five percent of critiques displayed some form of visual prop on
screen during the critique, taking advantage of the visual repertoire that video offers, with many
including supporting diagrams and images. We also find that critiques focus primarily on the me-
chanics and visual aspects of their peers’ work, with fewer critiques referring to detailed code, and
even then only with low focus.

Overall, the supercollaborative studio design has transferred well to UNE’s predominantly on-
line teaching environment. Students are engaging appropriately with the collaboration systems
and in critique of each other’s work. As the number of students on the project is large, each stu-
dent also has a sizeable source of peers to seek advice from. This takes advantage of the variability
in skill level within the class, as less experienced students, even if their group-mates are also less
experienced, can be assisted by more experienced peers from other groups.

Lessons from the online and on-campus courses continue to inform each other. Although we
have not taken the approach of setting up joint projects between students across the two institu-
tions, we continue to collaborate on improving the design of supercollaborative courses and we
invite other interested institutions to contact us.
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