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CHAPTER 1 - INTRODUCTION AND THEORY OF THE

COTTON-MOUTON EFFECT

1.1 INTRODUCTION

The phenomenon of magnetic field-induced birefringence, first observed by

Kerr, 1 and subsequently by Cotton and Mouton2 after whom the effect was named,

has been a particularly valuable source of information concerning electric and

magnetic properties of molecules. When a magnetic induction is applied to a

medium, a birefringence is induced, and the effect has a quadratic dependence on the

magnetic induction. The molar Cotton-Mouton constant 3 is defined as

2nVm ,u
2
 [nil - n_1_

m =
3(n2 

+ 2)2	 B2 
1.8= 0

in which n is the mean refractive index, it is the magnetic permeability, n11 - n1 is the

refractive index difference induced in the gas by the magnetic induction, B, and Vm is

the molar volume. Due to molecular interactions, the molar Cotton-Mouton constant

for a gas can be expected to be density dependent; such behaviour is expressed by the

virial expansion

	

= Ac + Bc Vm-1 + Cc Vm-2 + . . .	 (1.2)

where Ac and Bc are the Cotton-Mouton first and second virial coefficients,

respectively. Ac represents the molar Cotton-Mouton constant for a gas at low

density where molecular interactions are negligible, whereas Bc accounts for the

contribution of interacting pairs of molecules to mC.
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1.2 THEORIES OF THE COTTON-MOUTON EFFECT

1.2.1 Classical Statistical Mechanical Theories

Originally developed for the interpretation of the Kerr effect, the classical

Langevin-Born theory4 has been modified to account for the Cotton-Mouton effect,

commonly regarded as the magnetic analogue of the Kerr effect. This theory assumed

that the birefringent medium could be regarded as an ideal gas and that the only

contribution to the magnetic birefringence arises from partial molecular orientation.

Further developments5 attempted to account for molecular interactions but

fundamental limitations remained owing to the inherent assumptions in the models.

Buckingham and Pople6 derived a classical statistical mechanical theory which

took account of the dependence of the total molecular polarizability on an applied

magnetic field. The radiation field and molecular rotation, vibration and translation

were treated classically. In addition, dispersion effects were neglected as the theory

considered the static electric polarizability of a molecule in a magnetic field. This

assumption should be adequate if the frequency of the optical field is sufficiently

remote from an absorption region. An expression for the low-density Cotton-Mouton

constant was derived, using the following expansion for the energy, W, of a molecule

in a configuration T (describing the position and orientation of the molecule) in the

presence of an electric field, Ea , and magnetic induction, Ba :

W(2, Ea , Ba ) = W(3) – ya (°)Ea – 1 aapEaEp

1
- -xapBaBp	

1
- - S2a:prEaBpBy - - nap:r5EaEpByBo - . . . (1.3)

2	 2	 4

where -WM is the energy in the absence of applied electric or magnetic fields, yoc(°)

is the permanent electric dipole moment, aces is the electric polarizability, zap is the
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magnetizability and ‘2007 and 11 afr ys are higher-order tensors. Hence, the

polarizability in the presence of a magnetic field is

a 2 w = aco + —2 n a[3:y8 yB 13.5 + . . .	 (1.4)Haf3	 aEaaEs

Considering the difference H11 — 171 for each configuration and expanding the

result as a power series in Boo it can be shown that the leading non-zero term is in

B2 , hence the definition of mC can be written in the limit of zero density as

NA/if:12  [a2 T/
Ac - 54E0 aB2i

where NA is the Avogadro constant, Ito is the vacuum permeability, Eo is the

vacuum permittivity, and Ii is a statistical average of the scalar H. By performing a

Boltzmann average over configurations r on the second derivative in equation (1.5), it

can be shown 6 that

occeszas — 3axi
= 

NANO[(
Raf3:43 3 naa:f3P)	 (1.6)

270E0	 kT

where a=—aRR is the mean electric polarizability, x=—xBR is the mean
3 "	 3

magnetizability (or magnetic susceptibility) and T is the absolute temperature. The

first two terms, which are temperature-independent, arise from molecular anisotropy

induced directly by the applied magnetic field and are the only contributions to Ac

for molecules whose polarizability and magnetizability tensors are isotropic and for

quasispherical molecules. The temperature-dependent term is equivalent to the

Langevin-Born expression for a diamagnetic molecule and is non-zero whenever aap

and xao are anisotropic. For molecules with an axis of three-fold or higher

symmetry, equation (1.6) simplifies to

(1.5)

B=0
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2

AC = 

NANO  [(
I/4:4	 naa:13,3) + 

2AaAx]
270e0	

1

3	 3kT	
(1.7)

where Da = azz – axx is the optical-frequency polarizability anisotropy and

Ax = xzz – xxx is the magnetizability (or magnetic) anisotropy (z is coincident with

the symmetry axis and x is orthogonal to z) .

Buckingham and Pople6 also showed that, for axially symmetric molecules,

mC should be independent of density if intermolecular angular correlations are absent.

By considering the contribution to the Cotton-Mouton constant involving two-body

interactions between centrosymmetric molecules, an expression 6- 8 was obtained for

BC . Evaluation of BC for some typical molecules in this class indicates that such

contributions to mC should be small at normal temperatures and pressures.

1.2.2 Quantum Mechanical Theories

Classically, it is assumed that a molecule can possess a continuous range of

configurations, thus a quantum mechanical description of the Cotton-Mouton effect

requires the evaluation of

E (II j l/711 – /711Ui)exp(–W1°)/kT)

(HII – /11 ) = 	 	
I, exp(–Wi(3)/kT)

	 (1.8)
i

for the states 1 U1 ) of a system. If the optical field is treated classically, and molecular

rotation and vibration quantum mechanically, it can be shown 8 '9 that for a linear

closed-shell diamagnetic molecule in its ground vibrational state,
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NA,1102  [(	 1	 2AaAx (1_ 0.0 + 0_02 —	 (1.9)Ac	 17013:43 3 rlaa:13S)	 3kT L	 15270e0

where co = 
hcBo 

and Bo is the rotational constant in the ground vibrational state.
kT

8	 2
The evaluation of the term 1– ob + — up – . . . at 300 K for various molecules15 

(for example H2, 0.76; N2, 0.99) indicates that, at such temperatures, rotational

quantum corrections are significant only for molecules with large rotational constants,

such as hydrogen and diatomic hydrides.

Kling, Dreier and Hattner l ° derived an expression for the Cotton-Mouton

constant of a paramagnetic gas by treating molecular rotation and vibration quantum

mechanically. Their expression for Ac is too lengthy to reproduce here but it can be

shown that, for a diamagnetic molecule at about 300 K, quantum corrections are

negligible for all but the lightest molecules. In addition, contributions from

rotationally induced magnetic moments may be neglected.

A quantum electrodynamic theory has been developed by Atkins, Barron and

Miller 11 , 12 for a range of important optical phenomena. The theory incorporates a

formalism in which the physical processes involved are described using the S- and R-

matrix method, and the polarizations of incident and emergent light by the Stokes

parameters which can be evaluated as the expectation values of the Stokes operators.

The assumption of classical molecular motion in the derivation given by Atkins and

Miller12 can be removed by the inclusion of quantized rotation and vibration. Their

theory provides formal justification for the assumption, made in other theories of

magnetic birefringence, that the radiation field can be treated classically in respect of

this effect.
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1.3 SOME RELEVANT ELECTRIC AND MAGNETIC PROPERTIES

As previously mentioned, the determination of the molar Cotton-Mouton

constant over a range of temperatures allows the evaluation of various important

electric and magnetic properties which will be briefly discussed in this section.

1.3.1 The Electric Polarizability

The electric dipole polarizability, aap, also known as the first order

polarizability, describes the electric dipole moment induced in a molecule by an

electric field. From equation (1.4), it can be seen that, for static polarizabilities,

a ai3
a2w 

aE aER
a JE=B=0

(1.10)

Quantum-mechanical perturbation theory predicts that, for optical frequencies

w well removed from the transition frequencies cokn , the polarizability of a molecule

in the nth non-degenerate state is given by:13,14

_(n)	

)ww'	
= 	 2 cqn 	(nip alk#1,11filn)acci3

k h( Cdn	 2)

where a is the electric dipole moment operator, n and k are electronic and

vibrational, but not rotational, states.

To determine magnetizability anisotropies, Ax, from studies of the

temperature-dependence of the Cotton-Mouton effect, it is necessary to have accurate

values of optical-frequency polarizability anisotropies. The most important source of

such data is the depolarization ratio,, Po, for Rayleigh scattered light.	 In the
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absence of magnetic fields, the depolarization of Rayleigh scattered light is

determined by the polarizability anisotropy parameter

K2 3ocapaas–aaaam

2aaaaps
(1.12)

For linearly polarized incident light, the depolarization ratio is related to the

polarizability anisotropy parameter by the classical expression15

3K2
PO

5+4K2 (1.13)

The equation above is valid for all but the lightest molecules provided both the

rotational Raman spectrum and the Rayleigh line are included in the measurement,

while the vibrational Raman lines are excluded. 15 There are various assumptions in

the classically derived theory but quantum effects have been shown 15 to be negligible

for most molecules. For H2, inclusion of rotational quantum corrections 15 reduces the

depolarization ratio measured at 632.8 nm to 91% of the classical value. Of more

importance, spurious contributions from depolarized Raman scattering can lead to

significant overestimation of the depolarization ratio and, thus, of the derived

polarizability anisotropy. For molecules that have a weakly anisotropic polarizability,

the vibrational Raman scattering may be removed with a monochromator or filter of

sufficient bandwidth to ensure inclusion of all rotational Raman lines in the observed

scattering intensity. This difficulty can also be avoided by evaluating the intensity of

perpendicularly polarized light relative to the incident beam using features in the

rotational Raman spectrum. 17 For molecules with an axis of three-fold or higher

symmetry, equation (1.12) simplifies to

Da
K 

3a
(1.14)
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The mean optical-frequency polarizability, a, is conveniently determined from

measurements of the refractive index. 14 Measurement of the dielectric constant14

provides the mean static polarizability, a0 . Static polarizability anisotropies of

dipolar molecules can be obtained from the second order Stark effect 14 , 18 whereas

Stark shifts from molecular beam techniques 19 provide such values for nondipolar

molecules.

For molecules with three different principal polarizabilities, the relative

intensities in the Raman spectrum depend on the irreducible spherical tensor

2components a02 and a22 + a _2 of the polarizability. 20 Comparison of observed and

calculated rotational Raman spectra allows the evaluation of the ratio

a22 + a 
2

_2 
R20	 2a0

(1.15)

For molecules of C2v or higher symmetry, equation (1.15) becomes, in terms

of Cartesian tensor components of the polarizability,

-(a
x — ayy)

R20 2a — a — azz	 xx	 YY

(1.16)

in which a prolate-top Cartesian axis system has been chosen, that is, where the z axis

is identified with the smallest moment of inertia of the molecule, and the y axis is with

the largest moment of inertia.

In conjunction with values of the mean polarizability and the depolarization

ratio, a value of R20 can be used in the derivation of components of the

polarizabilities for a molecule.
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Measurements of the electrooptical Kerr effect in gases and vapours provide

information about the molecular polarizability and other molecular properties. 14,21

The effect results from the birefringence induced in a medium by a uniform electric

field, and has a quadratic dependence on the electric field strength. The molar Kerr

constant is defined as22

6nVm	 n11 n1 mK - (n2 ±,\2 t_	 2 [ E2 1E 0
L)

= AK + BK Vm 1 + CK V 2 +m	 • (1.17)

where Er is the relative permittivity of the medium and AK , BK , CK are the Kerr

virial coefficients. From the classical mechanical treatment by Buckingham and

Pople,22 the Kerr first virial coefficient, AK , is related to molecular properties by

A 	 NA { K + 1 H2 QK 3

K 81E0 7	 311)9	 —10(aafla20 
3aal

+ 
3  1 

2 µ 2 (m- a)}
10 (kTY

(1.18)

in which ,u is the permanent electric dipole moment whose direction defines the z-

axis, ags is the static polarizability tensor, and OK and yK are the mean first and

second Kerr hyperpolarizabilities, respectively. For nondipolar molecules with an

axis of three-fold or higher symmetry, equation (1.18) simplifies to

AK 
= NA  {5 yK

+ (kT)-1 AaAal
405e0

(1.19)

where Da0 is the static polarizability anisotropy. Measurements 14,21 of the

temperature dependence of AK have led to values of )4( and Aa° for axially-
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symmetric nondipolar molecules, and P K and azz – a for dipolar species. The Kerr

effect of liquids and dilute solutions 23 provides values of molecular properties that are

not directly descriptive of free molecules, due to complications arising from

molecular interactions and local-field effects.

1.3.2 The Magnetizability

As with the polarizability tensor in equation (1.10), the magnetizability

tensor24

Zap –
( a2w

aBaaBR
—))E=B=O

(1.20)

can be defined in terms of the magnetic induction, B. From perturbation theory ,24-26

the magnetizability, also known as the magnetic susceptibility, of a diamagnetic

molecule can be expressed as a sum of diamagnetic and temperature-independent

paramagnetic terms:

2
Zap = 	 (0II[ri2800–riarifi]10)

	

9-me 	 i

	

e2h2	 (01Lalk)(k1410)+01410(kILa10)	 d

	

-4- 
4m 

2	 = x00 +4fl (1.21)
e Ic�0	 Wk–WO

where ria is the position vector for the ith electron, La is the total electronic orbital

angular momentum operator, Wk is the energy of the kth state in the absence of an

applied field, and e and me are the charge and the mass of an electron, respectively.

The theoretical and experimental aspects of the magnetizability have been

extensively examined25-30 and the property is of considerable importance in a wide
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range of phenomena, such as in studies of the charge distributions in molecules, in

nuclear magnetic resonance spectroscopy, in models of the magnetic properties of

"aromatic" systems, and in the development of simple bond additivity systems.

Several techniques, including oriented-crystal measurements, NMR shieldings and

line splittings, molecular beam experiments, beam-maser and conventional

microwave Zeeman spectroscopy and the Cotton-Mouton effect, have been employed

to obtain experimental information concerning the magnetizability tensor. Of these

techniques, the Zeeman effect has been the most widely used; however, this effect is

not observable for nondipolar molecules and, consequently, the Cotton-Mouton effect

is particularly useful for the study of such species.

The molecular quadrupole moment, 0, for molecules possessing an axis of

three-fold or higher symmetry (z-axis) can be described by the following expression:

	

0 = ey, Zn (zn2 —	 — e(oly,(z7 — x7)I 0)	 (1.22)
n	 i

where Zn is the atomic number of the nth nucleus. From equation (1.21), the

magnetic anisotropy, Az, of an axially symmetric molecule can be expressed as

	

= Azd + AzP 	(1.23)

It is easily shown that equations (1.21), (1.22) and (1.23) allow the separation

of Az into oppositely-signed diamagnetic and temperature-independent paramagnetic

contributions. In addition, the elements of the molecular rotational g tensor, gam the

magnetizability anisotropy and the quadrupole moment are related; for a rigid axially

symmetric molecule, the following equation applies

	

gzzizz gxxixx =
	

(1.24)
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where /as is the moment of inertia and mp is the mass of the proton. If the molecule

is planar, the above equation simplifies further to

and if the molecule is linear to

g =
imp [(4m

e )Ax + 0]	 (1.26)
eI j	 e

assuming in each case that the molecule is rigid. The effect of molecular vibrations

on the validity of equations (1.24) - (1.26) is somewhat difficult to quantify as it may

differ for each molecule; however, from a study of hydrogen isotopomers, 24 it was

concluded that the correction is likely to be insignificant.

Individual values of gzz and gxx cannot be determined from equations (1.24)

or (1.25), but it is of interest to use the values of z and 0, from birefringence

experiments, to evaluate the right-hand side of the above equations, which can

alternatively be estimated from reported g values and the known molecular structures.

It is obvious from equation (1.26) that a single value of g can be obtained if values of

4 and 0 are known.

1.3.3 The Second Magnetic Hyperpolarizability

This fourth order tensor6 can be defined as

	

1 _ 	 1(4mP 
—

	

=	 HA% + 0]—
2

gxx el	 e■ ZZ1
(1.25)

rlafl:y8 =

( ID4w 
(1.27) 

aEcraE)6aBraBs j E=B=0
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and is symmetric in the separate pairs (a, and (y, 8) of suffixes. Of its 81 elements,

up to 36 may be independent. The property may be considered to describe the

quadratic dependence of the molecular polarizability on a magnetic field, as in

equation (1.4), or, alternatively, the dependence of the molecular magnetizability on

an electric field as described in the following expression:

Xap = Xap + 71)45:4E/ES .. •
	 (1.28)

where Xap represents the magnetizability in the presence of an electric field.

As with xap, r1 a/3: can be partitioned into diamagnetic, temperature-

independent paramagnetic and, for the case of paramagnetic molecules, temperature-

dependent paramagnetic contributions, as in the relation below:

Tlap:y8	 r lad P:y8 ± ap )(3:y8
	 (1.29)

For species with spherical symmetry, %Aro simplifies to an isotropic tensor

of order four, described by:

r aP: yO	 nzz:xx 8 af3 8 y8 + 1 ( 1.1zz:zz rIzz:xx)(8 ay8 138 + 8a8816y)	 (1.30)

Using second-order perturbation theory, Buckingham and Pople 31 calculated

the diamagnetic and paramagnetic components of 11cep:r8 for the hydrogen atom,

while neglecting the effect of electron spin. Taking the origin of the axis system as

the centre of the atom with spherical symmetry in the absence of an electric field, no

paramagnetic contribution is induced parallel to the field, thus nzzP = 0.

Nevertheless, there is a paramagnetic contribution in a direction orthogonal to the

applied electric field. It was deduced that the relatively large electronic transition
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energies, Wk — W0 , for the hydrogen atom lead to a small orthogonal paramagnetic

contribution, rkzP :xx , therefore An is dominated by diamagnetic terms. For molecules

which distort relatively easily and for those with small electronic transition energies,

It should be noted that while

1
is determined by— —3 riaa:f3/3,

the relative contributions of the diamagnetic and paramagnetic hyperpolarizability

terms, the temperature-dependent term, (NA u 02 /270sokT)(aorsx4 — 3ax), will

normally predominate in relation to the sign and magnitude of k .

Theoretical calculations of magnetic hyperpolarizability anisotropies have

appeared, 32 though only for simple species such as hydrogen, deuterium, the rare

gases and methane.

1.4 DISCUSSION

The most prolific source of magnetizability anisotropies has been the gas-

phase microwave spectroscopic method developed by Flygare and his

collaborators. 33,34 However, many species of interest either lack a permanent electric

dipole moment or are too large to be studied easily by microwave spectroscopy. The

Cotton-Mouton effect has proved to be a useful technique to study a wide variety of

molecules that cannot be, in addition to those that can be, examined by the Zeeman

effect.

The aim of this study was to determine electric and magnetic properties of

isolated, non-interacting molecules, which can be obtained from the vapour-phase

Cotton-Mouton effect. As noted above, there are two contributions to the Cotton-

Mouton effect: first, a temperature-independent contribution arising from the

nzzP :xx may increase, leading to negative values of Ac .

the sign of the temperature-independent term , n0:43
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distortion of the electronic structure by the magnetic field and second, a temperature-

dependent contribution due to molecular orientation by the field. These experimental

investigations involve both density and temperature dependence measurements. The

density dependence measurements provide the free-molecule Cotton-Mouton

constants, Ac , whereas the temperature dependence measurements allow separation

of ACT-1 into the temperature-independent hyperpolarizability and temperature-

dependent orientational terms. Numerous temperature dependence vapour-phase

Cotton-Mouton effect studies have been published, 10,35-51 mostly for small molecules

which exist as gases at room temperature.

Much of the early work in the field of magnetic birefringence was performed

on substances as solutes at high dilution, mainly because the observed birefringence is

several orders of magnitude larger than that encountered with gases. Analysis of

solution-phase Cotton-Mouton constants yields the term A aAz and the magnetic

hyperpolarizability term is assumed negligible. Such studies have provided much

valuable information, particularly in the determination of molecular magnetizability

anisotropies from measurements on pure liquids and dilute solutions, 52,53 apparent

polarizabilities of species54 and conformational analysis. 55 Magnetizability

anisotropies, in contrast to polarizability anisotropies, are considered to be virtually

independent of physical state. 53 Gas-phase studies 56 which consist of a single-

temperature measurement have been reported, but any conclusions from these

measurements are dependent on the validity of the assumption regarding the magnetic

hyperpolarizability contribution.

Prior to the mid-1980's, there was little information concerning Ai and early

Cotton-Mouton effect studies assumed An = 0 in the evaluation of molecular

magnetizability anisotropies. Such results, even for strongly anisotropic molecules,

have been treated with some caution; in fact, it has repeatedly been suggested27-30,57
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that their reliability is compromised by the assumption in respect of the temperature-

independent contribution. A knowledge of the true values of the properties would

provide a test of this assumption and reliable information that would be of interest for

comparison with values obtained from theoretical calculations.

The present work continues previous studies 39 with the aim of establishing

reliable values of the molecular polarizability anisotropy or the molecular

magnetizability anisotropy and other fundamental electric and magnetic properties for

a range of molecules. Some of these results were complemented by theoretical

calculations carried out in this laboratory. Much of the previous work had

concentrated on highly anisotropic molecules, which have large Cotton-Mouton

constants, and it was of considerable interest to extend the study to weakly anisotropic

species, which have small Cotton-Mouton constants. Evidence for weakly anisotropic

molecules indicated that the magnetic hyperpolarizability anisotropy contributes

significantly to the Cotton-Mouton effect at normal temperatures and that it must be

taken into account in order to derive reliable magnetic anisotropies for such

molecules. A study of the methyl halides provided a basis for comparison of results

obtained from the Cotton-Mouton effect, microwave Zeeman method and NMR

techniques. Another similar study, on carbon dioxide, carbonyl sulfide, and carbon

disulfide, has enabled another useful comparison to be made with similar studies

undertaken elsewhere.

The following chapters describe significant improvements to the apparatus,

originally described by Lukins,39 which was used to perform the Cotton-Mouton

effect measurements, and present the results and conclusions for the molecules that

were studied.
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CHAPTER 2 - PRINCIPLES AND OPERATION OF THE

COTTON-MOUTON EFFECT APPARATUS

2.1 INTRODUCTION

This chapter briefly presents a discussion of the principles employed in the

apparatus used to measure the temperature dependence of the Cotton-Mouton effect.

A detailed analysis of the detection system, an appraisal of possible sources of error

due to imperfections and misalignments of the optical components that comprise the

apparatus, and the operation of the apparatus have previously been described, 1 and

only the relevant aspects are outlined here.

Optical anisotropy is induced when a magnetic field is applied to a medium.

The birefringence (anisotropy in the refractive index) is indirectly measured by

conversion to a phase difference between the components of the electric vector of

linearly polarized light parallel and perpendicular to the applied field. The emergent

laser beam is elliptically polarized and the degree of ellipticity is characterized by a

phase angle between the components, called the retardance, (p. This quantity is

related to the birefringence by

2r/ ,
(p = 

2,
knii — n_L )

where A, is the vacuum wavelength of light and 1 is the pathlength in the medium.

Studies by Havelock2 and others 3 established the relationship

23

(2.1)

T = 2 rICH2	(2.2)
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where H is the magnetic field strength and C is a constant characteristic of the

medium.

It is convenient to define the magnetic susceptibility and the magnetic

hyperpolarizability in terms of the magnetic induction, B, which is related to H by the

equation

B = IIH	 (2.3)

in which ,u is the permeability of the medium. From an operational point of view, the

definition of the molar Cotton-Mouton constant can be written, from equation (1.1),

as

(
mC =	 111922'9	 9 / \

279 Brd/ 17/1-1- - j

in which Vn-1-1 , the reciprocal of molar volume, is proportional to the gas density. Gas

densities were calculated from the measured pressures, p, and temperatures, T, using

the virial expansion

Rp_ 
T (1 + BV,;1)

vm

and tabulated density virial coefficients.4

In order to obtain the Cotton-Mouton first virial coefficient, Ac , from the

pressure dependence of the Cotton-Mouton effect at a given temperature, the quantity

mc = 2Vmy2  (nii _ nj_

27	 B2 B=0

(2.4)

(2.5)

(2.6)
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was evaluated; this is related to the Cotton-Mouton virial coefficients by

mC = Ac + BcV,; 1 	(2.7)

but, as explained elsewhere, the Cotton-Mouton second virial coefficient was not

observable in the present studies.

It can thus be seen that to evaluate m C for a given sample of gas at a known

temperature and density, it is necessary to determine the magnitude of the magnetic

induction and to measure the retardance induced by that induction.

The apparatus used for measurements of the Cotton-Mouton effect in gases

and vapours was originally designed and constructed in a previous study.1

Subsequent to that study, various improvements have been made to the apparatus and

the procedures have been revised, and these advances are described in this chapter.

The apparatus was initially used at the University of Sydney and later at the

University of New England.

2.2 PRINCIPLES OF THE COTTON-MOUTON EFFECT APPARATUS

In general, a convenient and sensitive technique of measuring the retardance is

to apply a nulling birefringence, using some type of calibrated retarder. In this work,

the difficulty of the small normalized transmitted intensity, IT, typically of the order

of 10-11 , is circumvented by the application of modulation and the use of a lock-in

analyzer to significantly enhance the signal-to-noise ratio.

As previously described, 1 the detection system used to measure the retardance

is predicated on the attainable frequency of the applied magnetic field. Using the
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present apparatus, the upper limit of the frequency of the magnetic induction is

approximately 0.03 Hz, so that the optimal detection method will involve measuring

the magnetic field-induced birefringence with a system time-constant of about 2 s.

The detection system employed in previous studies 1 was found to be superior to the

alternative method using Kerr cells, and was again used in the present studies. The

induced retardance, T, is converted to a rotation by a quarter-wave plate, modulated

by a Faraday coil and continuously nulled by applying an equal and opposite rotation

using a second Faraday coil; this technique is similar to the method used in a Kerr

effect study.5 A schematic representation of the configuration of the apparatus is

shown in Figure 2.1.

It is useful to describe the relationship between the experimental observables

and the birefringence induced in the gas cell by a mathematical analysis of the

detection system using the Mueller calculus. 6 '7 According to Stokes,6 a beam of light

can described by a Stokes vector (I,M,C,S)T in which the four parameters I, M, C, and

S, represent the intensity, horizontal preference, +45° preference and right circular

preference, respectively. Each optical component can be represented by a 4 x 4 real

matrix whose elements are functions of the orientation and retardance of that

component. In this scheme, the Cotton-Mouton cell is represented by the matrix for

an ideal homogeneous linear retarder, where the azimuth of the fast axis is fixed. The

quarter-wave plate is also treated as an ideal homogeneous linear retarder, with a

relative retardance of %, whereas the analyzer is considered as an ideal

homogeneous linear polarizer. Each Faraday coil is represented by the matrix for an

ideal homogeneous circular retarder.

The general forms of the relevant matrices are as follows.6'8
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Figure 2.1 Optical configuration of the Cotton-Mouton effect apparatus

L, laser light source; P, polarizer; C, Cotton-Mouton gas cell; M, magnet; Q, quarter-

wave plate; CC, compensating Faraday coil; MC, modulating Faraday coil; A,

analyzer; D, detector.
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(a)	 The Mueller matrix for an ideal homogeneous linear polarizer is

1 cos 2a sin 2a

1 cos 2a cost 2 a cos 2a sin 2a 0

2 sin2a cos2asin2a sine 2 a 0

0 0 0 0

in which a is the azimuth of the transmission axis.

(b) The Mueller matrix for an ideal homogeneous linear retarder is

1 0	 0	 0

0 cos2 2p(1— cos 9) + cos 9 cos 2p sin 2p(1— cos (p) — sin 2p sin 9

0 cos 2p sin 2p(1— cos go)	 1— cos2 2p(1 — cos 9)	 cos 2p sin go

0	 sin 2p sin 9	 — cos 2p sin 9	 cos 9 _

in which p is the azimuth of the fast axis and 9 is the relative retardance.

(c) The Mueller matrix for an ideal homogeneous circular retarder is

1 0 0 0-

0 cos 20 sin 20 0

0 ±sin20 cos20 0

0 0 0 1_

left }
for a .	 circular retarder, in which 0 is a Faraday rotation.{

right

As the interest lies in detection of the intensity of the emergent beam in this

configuration, only the first component of the final Stokes vector need to be

evaluated.
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The laboratory coordinate system is chosen so that the +z axis is in the

direction of propagation of the beam, the +x axis is along the direction of polarization

of the light beam emergent from the first polarizer, which is set at 45° to the magnetic

field, and the +y axis is orthogonal to x and z. The beam incident on the birefringent

medium has a normalized Stokes vector of (1,0,1,0)T.

Applying the Mueller calculus to the arrangement shown in Figure 2.1 and,

assuming ideal conditions, the normalized intensity at the detector is found to be

2/ = 1– cos(20m +200 + co+ 200 )	 (2.8)

where Om and Q are the rotations introduced by the modulator and compensator

coils, respectively, and 00 is an offset of the analyzer. The above equation can be

simplified to

I = sin2 (0m + 00 + 2 +00	 (2.9)

Taking Om such that

+ 00 + 00 ) < Om 5_ 10-2 rad2 

and invoking the small angle approximation, it can be shown that equation (2.9)

reduces to

/ = 1 + 00 + 00 + 0m)2
2

(2.10)
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If the modulating rotation is represented by OmMsincot , then the last term in

equation (2.10) will give rise to a further d.c. term and a second harmonic term in

cos2cot, hence

I = idc + I(w) + /(2w)	 (2.11)

and it follows that the component of intensity modulated at the fundamental

frequency, which can be selectively measured using a lock-in analyzer, is

I(w) = 8m(go+20c +20o)
	

(2.12)

The detected intensity will therefore be zero, and this defines the "null

condition", when

9 = — 20c — 200 	(2.13)

An offset, 00 , introduced in the azimuth of the analyzer appears as a static

rotation in equation (2.13) and, provided this offset is invariant during the time scale

of a series of density-dependence measurements, it will not contribute to the error in

the determination of cp.

The linear Faraday rotation of plane of polarization of a beam of light

traversing a medium of length, 1, and Verdet constant, V, in the presence of a

longitudinal magnetic induction. B, can be described by the equation

OF (B) = V1B	 (2.14)

and as the magnetic induction is directly proportional to the Faraday coil current, i,

then so is 8F (B), thus the following relationship applies:
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OF (i) = ki

When the null condition, equation (2.13), is combined with the above

equation, then

9 = –280 –260 = –210	 (2.16)

Therefore, if the calibration constant of the compensating Faraday coil, kc , is

known, then m C, considered as Ac , can be determined from the measurement of the

coil current, i, for the sample of gas under investigation.

2.3 INSTRUMENTATION

This section is concerned with a description of apparatus for the measurement

of the Cotton-Mouton effect in gases and a discussion of the experimental procedure

and data analysis. A schematic diagram of the apparatus is shown in Figure 2.2.

2.3.1 APPARATUS

The original apparatus was designed and constructed by Lukins, 1 and was

subsequently used in this work. As it was of considerable interest to extend the

studies to other molecules, many of which had smaller Cotton-Mouton effects than

those previously examined, various modifications were introduced to extend the limit

of resolution and to increase the ease of data acquisition.

Much of the equipment such as the framework, the magnet and its associated

power supply, and optical components, was used without modification in these
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Figure 2.2 Apparatus for the measurement of the Cotton-Mouton effect

in gases and vapours.

L, laser; P, polarizer; C, gas cell; M, magnet; Q, quarter-wave plate; CC,

compensating coil; MC, modulating coil; A, analyzer; LF, laser line filter; PM,

photomultiplier; PS, power supply; CR, current regulator; S, current sensing resistor

and ammeter; PA, power amplifier; LIA, lock-in analyzer; AD, analog-to-digital

converter; PC, programmable current regulator; 0, oscillator; CRO, oscilloscope; CP,

computer; I, integrator.
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investigations. Field calibration measurements at ± 45 A were done periodically

during the course of the project with a Bell 640 gaussmeter, Bell x 10 Y4 % Hall probe

and Fluke 8040A digital multimeter. The measured values of f BL2d/ agreed with the

previously determined value of 3.289 ± 0.045 T 2m . A helium-neon laser (Laser

Electronics model LE202CP) rated at 2 mW at A = 632.8 nm in the TEM00 mode was

used for all work described in this thesis. The polarizers were 13 mm aperture,

schlieren-free calcite Glan-Taylor prisms which were rigidly set in their optical

stands. Close tolerance, unmounted 19 mm mica quarter-wave plates were used for

much of the work, although a mounted zero-order quarter-wave plate (Newport Model

05RPO4), found to be superior in quality, that is, less noisy, was used in the latter

studies. The procedure for the alignment of the optical components was as previously

described.

The Cotton-Mouton cell was little changed in design from earlier work. To

facilitate cleaning the inside of the brass cell body and replacement of electric heating

tapes, Teflon ferrules were used, and the brass window mounts were modified so as to

allow the cell to be removed without dismantling the large cage structure which

supported the inner cell body and the end-windows.

A significant modification to the apparatus was the new design of the window

and quarter-wave plate mounts. It was advantageous to minimise the Faraday rotation

with the aim of obtaining more reliable data, particularly for those molecules with

small Cotton-Mouton effects, and this necessitated the reduction of the magnetic flux

through these components. The new mounts, of which the window mounts are shown

in Plate 2.1, were made of steel and then heat treated to improve their magnetic

shielding, thus significantly reducing the Faraday rotation compared to the previous

arrangement. In addition, the new window mounts were of a novel design which

minimised stress placed on each window, and made it easier to insert and rotate each
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window to its best null position. - Each window was housed in a bronze insert, and a

Teflon spacer and Viton 0-rings were used to secure the window within the steel

mount, as shown in Figure 2.3. The mount for the quarter-wave plate was of similar

design to that of the window mounts.

During the course of these studies, both Faraday coils used in this apparatus

were replaced with new coils of similar design, because of the deterioration of the

interior lacquer coating. For the new coils, the interiors were not coated with a

lacquer; instead, all joints were sealed using a silicone-based cement. Distilled water

passed through a 0.15 jim filter was again used as the core material. The coils were

driven by power supplies described previously. Determination of the compensating

coil calibration constant was repeated regularly using the Faraday coil procedure

described by Lukins, 1 and the mean compensating coil calibration constant at A =

632.8 nm was found to be

k = 0.6225 ± 0.0021 grad mA-1

which is not dissimilar to the value of k = 0.6263 ± 0.0019 grad mA-1 at A, =

632.8 nm obtained for the previous coil.

The photomultiplier tube and lock-in analyzer were employed as described by

Lukins without alteration. After leaving the photomultiplier, the signal enters an

Ithaco Dynatrac model 393 lock-in analyzer fitted with a filter to obtain the

fundamental component at the modulation frequency. The amplifier and its power

supply, used to drive the modulating coil, were also as previously employed.

In order to extend the sensitivity of the Cotton-Mouton effect apparatus, it was

considered desirable to automate the data collection and handling phase of the
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Plate 2.1 The window mounts.

One window mount is shown assembled and attached to a brass extension; the other

mount is shown disassembled.

.ms=s:K=szss-m        
0	 T R C     

NN N.  
2                                                          

H	 W	 S 

Figure 2.3 The window mount assembly (cross-sectional view partly shown).

0, Neoprene or Viton o-rings; M, heat-treated stainless steel window mount; H,

brass housing for window; W, window; T, Teflon washer; S, stainless steel washer;

R, stainless steel thrust race; B, brass insert; C, heat-treated stainless steel screw cap.

Scale approximately 1 : 1.6.
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procedure. The detection system was based on a continuous nulling facility provided

by feedback from the lock-in analyzer to the compensator, using an integrator and a

programmable attenuator to control the current entering the coil from the power

amplifier. Therefore, the procedure involved plotting the lock-in analyzer output as a

function of the current, referred to as the "nulling current", through the compensating

coil. The nulling current passing through the coil was determined by measuring the

voltage, using a Fluke 8040A 4 2 -digit multimeter, across a 10 0 resistor in series

with the coil.

To enhance the capability of the detection system, the chart recorder was

replaced by an Apple He microcomputer fitted with a Data Translation DT2832/5712

8-channel, 12-bit analog-to-digital converter, in conjunction with a DT710 screw

terminal panel. The converter offers input ranges up to + 10 V with an accuracy of

± 0.05% of full scale range and nonlinearity ± 1 mV. A similar configuration with the

Fluke multimeter was employed to monitor the input voltage. Time constants of the

integrator (-,--- 1 s) and the lock-in analyzer (125 ms at 3 mV sensitivity) were

optimized to maintain stable operation of the feedback loop, with consideration given

to rapid tracking with minimal overshoot. An offset in the azimuth of the analyzer

was required for the feedback loop to operate, as the Kepco supply was unipolar. As

no commercially available software was available for the task, two programs were

written in Applesoft Basic to perform the following tasks shown below.

(a) Data acquisition from the DT2832, followed by analysis and reporting.

This program allows the user to vary the number of on/off cycles of the

magnetic field for each sample. From the measurement of the nulling (or

compensating coil) current, it is straightforward to obtain the retardance.

Results are displayed graphically on the monitor, and averaged retardance
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values printed on paper (Epson RX-80F/T printer). A typical graphic

display is shown in Figure 2.4.

(b) Calculation of mC values, given density virial coefficients for the gas

under study and the measured temperature, pressure and calibration data.

In addition, corrections for refractive index contributions were included.

With the incorporation of the computer interface, analysis of the performance

of the detection system was straightforward and troubleshooting made much easier.

Noise was manifested as a random fluctuation of the nulling current about its mean

value. The peak-to-peak amplitude of this noise was typically 1 x 10 -6 rad and, by

averaging for 4 on/off cycles (---, 8 mins), the standard deviation in the nulling current

corresponded to about 5 x 10 -7 rad . With longer averaging, often necessary for

species with small Cotton-Mouton effects, the limit of resolution was estimated to be

2 x 10-7 rad. With possible systematic errors in calibrations, alignment, and

measurement of the temperature and pressure, the errors in the values of mC obtained

using this apparatus were estimated to be at most ± 3%.

The gas handling system underwent minor modifications to improve the ease

of manipulating substances which were either gases at room temperature or liquids

but essentially the same basic design and routine were employed in these studies.

Throughout the present work, stainless steel piping, Swagelok and Cajon Ultra-Torr

connectors, Nupro bellows and Whitey ball valves were replaced as appropriate. The

system was periodically checked for leaks, and total leakage was determined to be

less than 1 mmHg hr-1 . The pressure in the cell, or the pressure of gas in the

manifold, was monitored by either a low pressure National Semiconductor

LX1804GZ transducer, which was subsequently replaced by a Radio Shack 303-343

transducer (maximum pressure 200 kPa), or a Budenberg super test gauge (accuracy

± 1 kPa) at high pressures, as previously.
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Figure 2.4 Simulated graph of waveforms for applied and nulling currents.

The nulling current shown corresponds to a retardance of - 12 grad. Sampling

periods are indicated by the shaded boxes.
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A bath in which the Cotton-Mouton cell could be immersed was made using

copper sheeting. The basic construction made it possible to undertake some

measurements at below ambient temperatures and therefore to extend the temperature

range further than was previously possible. Cooling mixtures used included ice-salt-

water and dry ice-salt-water.

The temperature control and measurement system varied little from that used

previously. To monitor the temperature of the cell during measurements, a close

tolerance T-type thermocouple was positioned on the cell close to the end of one of

the pole pieces. This thermocouple was used in conjunction with a Fluke model

2170A digital thermometer giving a resolution of 0.1°C, and this arrangement was

also used to determine the temperature profile of the cell at each set temperature.

Calibrations were performed at each set temperature by measuring the temperature

every 1 cm along the entire length of the cell and the effective cell temperature taken

as the average of these measurements. The temperature controller was generally not

used, and Variac autotransformers, which proved to be more reliable, were preferred.

As cell window noise and drift are generally least under ambient temperature

conditions, it is desirable to create smooth temperature gradients at the extremities of

the cell. When operating at low temperatures, electric window mount heaters driven

by variacs keep the windows near room temperature, thereby minimizing drift and

avoiding condensation of atmospheric water vapour. These heaters may be operated

at higher powers, elevating window temperatures to prevent condensation inside the

cell when studying species of low volatility and to minimize bending of the laser

beam as it passes through the cell due to spatial non-uniformities in gas density. As

the cell windows are adversely affected at temperatures above 90°C, it was necessary

to limit their temperature to — 80°C for high temperature studies, and this caused

some difficulty due to beam-bending which was minimized by lowering the



Chapter 2 Principles and Operation 	 40

maximum possible gas pressure for several species investigated in this work.

2.3.2 PROCEDURES

The alignment of the apparatus was periodically checked and adjusted when

necessary; the procedure is described elsewhere. 1 During 1986, the entire apparatus

was disassembled at the University of Sydney and reassembled at the University of

New England. Subsequently, the apparatus was thoroughly tested and various studies

of previously examined molecules were conducted and the results verified, prior to

commencement of new work.

Various components were routinely checked, usually on a daily basis, before

measurements were begun. Cell windows were cleaned, inserted and rotated to their

best null position, one at a time. Particular care was taken during alignment of the

cell windows to minimise Faraday rotation. Despite their excellent characteristics, the

cell windows were normally the principal limitation to the performance of the

apparatus. Any gross drift or window oscillation was eliminated by resetting or

pressure cycling. Optical components were cleaned, and positioned precisely normal

to the beam. Great care was taken to minimise scattering, reflections and air currents.

As noted elsewhere, a temperature dependence study is necessary to separate

the hyperpolarizability and orientational terms. In addition, molecular interactions

may contribute significantly to the observed magnetic birefringence, thus density

dependence studies are required so as to obtain reliable values for the Cotton-Mouton

constant appropriate to the free molecule. Experiments were therefore conducted dyer

a range of temperature and, at each temperature, over a range of pressure. After the

apparatus was aligned and its performance optimized, usually a painstaking and
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arduous task, under the chosen experimental conditions, measurements were carried

out at vacuum and at various pressures up to some chosen maximum pressure

depending upon the magnitude of the effect, but not exceeding 75% of the equilibrium

vapour pressure at the given temperature and any safety limitations. Particular care

was taken to ensure that no inward leaks occurred when working at sub-atmospheric

pressures due to the relatively large Cotton-Mouton effect of oxygen. At each

pressure, including vacuum, about 4 cycles of ± 45 A peak amplitude square-wave

current were applied to the magnet at the frequency of — 0.03 Hz, and the nulling

current recorded and analyzed to yield the field induced retardance. Each full density

and temperature dependence study usually required two months, sometimes even

longer, to complete.

All the substances investigated were subjected to gas chromatographic

analyses and were found to have purities of > 99% thus any uncertainties in the

measurements due to impurities in the sample were considered to be negligible. For

each sample, gas densities were calculated from the mean pressure and temperature

using the virial equation and tabulated density virial coefficients. Hence values of

mC were determined using a variation of equation (2.4)

mC =	 ilt)r 2A.2 1 1
279 Brd/ uP )p=0

(2.17)

Each value of m C was evaluated for each temperature at which measurements

were taken and was assigned an error based on the standard deviation derived from

the least squares analysis and an allowance for systematic errors described

elsewhere. 1 Similar analyses were conducted for temperature dependences in which

each mC value was weighted according to the error derived from density

dependences, so that reliable values for the hyperpolarizability and orientational terms

were obtained.
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