
THE FINITE SAMPLE PROPERTIES OF THE

ESTIMATORS OF THE TOBIT MODEL:

A MONTE CARLO STUDY

By

Getachew Asgedom Tessema

B.Sc. (AAU), Dip.Stats., M.Ec. (UNE)

A THESIS SUBMITTED FOR THE DEGREE OF DOCTOR OF

PHILOSOPHY

OF THE UNIVERSITY OF NEW ENGLAND

March 1995



Acknowledgements

This study was made possible through the assistance of the Australian Government

Overseas Postgraduate Research Scholarship Scheme (OPRS) and the University of

New England Research Scholarship (LINERS). I am indeed very grateful to both

institutions.

I would like to express my deepest gratitude to my supervisors, Professor William

E. Griffiths and Associate Professor Howard E. Doran, for the generous support and

most stimulating guidance and encouragement they provided during the period of

study. I would like to thank Mr. Tim J. Coelli who patiently answered many of

my computer programming questions at the early stages of the study. Also, I am

deeply indebted to Professor Adrian Pagan for his invaluable comments and useful

discussions at different occasions.

My deepest appreciation and thanks to the Department of Econometrics, Uni-

versity of New England, Armidale, for providing the unusually warm and friendly

working environment. To all members of the Department, I am very grateful. Many

thanks to Associate Professors George E. Battese and D.S. Prasada Rao, who con-

stantly provided moral support and encouragement. Special thanks to a good friend

iii



and colleague, Rebecca Valenzuela, for her enthusiastic encouragement and under-

standing throughout the years. My appreciation is also due to Mrs. Marlene Youman

and Mrs. Sue Nano for their excellent administrative and secretarial services.

Last, but not least, my wholehearted love and gratitude go to my wife, Almaz,

who provided the inspiration and constant support and encouragement throughout

this period of anxiety and uncertainty. Without her, this study would not have been

possible. And also, to my daughter, Timnit, who provided stimulus and some welcome

distraction towards the end. My love and appreciation is extended to my mother, my

sisters and brothers for their constant support and encouragement, both morally and

spiritually.

iv



Abstract

This study examines the small sample properties of some of the estimators of the tobit

model. These estimators include, among others, the maximum likelihood estimator

(MLE), Heckman's 2-step (H2S) estimator and its weighted version, the weighted

Heckman's 2-step (WH2S) estimator, other Heckman-type 2-step estimators based

on the unconditional expectation of the model, nonlinear and ordinary least squares

estimators. Further, an improved Heckman-type estimator which is referred to as the

three-step estimator (3SE) and its weighted version, the weighted three-step estimator

(W3SE), are suggested and their properties investigated.

The study investigates the effects of sample size, degree (level) of censoring and er-

ror distribution on the properties of the estimators. Furthermore, it examines, among

other things, the effects of correlation between the explanatory variables and the es-

timated inverse of Mill's ratio on the performance of the (Heckman-type) estimators.

Under normally distributed error terms, the MLE estimator performed better

than all estimators, followed by the 3SE estimator. The loss in efficiency of the 3SE,

compared to the MLE, is quite marginal. However, both the MLE and 3SE estimators

appear to be less efficient under the skewed (chi-square) distributed error terms. On

the other hand, given a low level of censoring, the MLE estimator performs well under



the students'-t distribution. If the degree of censoring is high, the MLE estimates

under the students'-t distribution can be less efficient than the 3SE estimator.

The H2S estimator, although less efficient compared to 3SE or MLE estimators,

performs well in terms of bias. However, it can be highly inefficient depending on the

level of censoring and/or the degree of correlation between the explanatory variables

and the estimated inverse of Mill's ratio. More specifically, if the correlation between

the explanatory variables and the estimated inverse of Mill's ratio is high, the H2S

estimator can be even worst than the biased ordinary least squares estimator.

The nonlinear least squares estimators are generally inefficient and computation-

ally very slow (unattractive) compared to the 3SE and MLE estimators. More im-

portantly, they are very sensitive to the degree of censoring, and convergence is not

always guaranteed.

When the model is estimated by the method of MLE, the variance-covariance ma-

trix for the coefficients of the model can be estimated based on a number of asymptot-

ically equivalent covariance matrix estimators, namely, the information matrix, the

Hessian matrix, the outer product of the gradient vector and the robust (White-type)

covariance matrix estimator. A detailed examination of these covariance matrix esti-

mators in the estimation of variances and for hypothesis testing for the coefficients of

the model reveals that the choice of one of the (four) alternative estimators appears

to be neutral, provided that the model is correctly specified (i.e., under normality of

the errors). However, if one assumes normality when in fact the errors are generated

from the non-normal (i.e., the students'-t and chi-square) distributions, the robust

(White-type) covariance matrix appears to be slightly better than others; followed by

the covariance matrix estimator based on the outer product of the gradient vector.
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