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9. Measurements of the discharge current.

Although the main thrust of the present experimental work has been towards the

direct measurement of concentrations of metastable atoms by optical absorption, some

attention was also paid to measurements of the current passed by the pre-breakdown

discharge. There are several reasons for this. Firstly, some of the discharge parameters

yielded by the optical method may be determined independently by measurements of the

discharge current. Measurements of current under these circumstances act as a check

against possible systematic errors in the optical method. Secondly, there are some

parameters, such as 7i, the efficiency of secondary ejection by ions, which are not easy to

determine from optical measurements of the metastable concentration. The occurrence of

damped sinusoid terms in the decay of slow current, which is predicted by the theory

described in chapter 3 section 2, is also best investigated by measurements of current

alone. Lastly, it is of interest to compare values of the primary ionisation coefficient ai

derived by using time-resolved measurements of discharge current with those of previous

workers. As is described in section 9.1, previous measurements of ai in argon have been

made almost exclusively by measurements of the total steady-state current, allowing for

the possibility of error due to the variation with electrode separation d of the generalised

secondary coefficient (7(d)/a i (see section 2.2.3).

9.1. Measurements of the primary and secondary ionisation coefficients.

There have been a large number of experimental determinations of the primary

ionisation coefficient a i in argon. A comprehensive list of those performed prior to 1973

may be found in Dutton (1975); subsequent to this date, Lakshminarasimha and Lucas

(1977), Abdulla et al (1979), Burgmans and Smeets (1983) and Dall'Armi et al (1992)

have also measured the quantity. A representative sample of four sets of measurements is

displayed in figure 9.1.

The most extensive and precise set of measurements appears to be that of Kruithof

& Penning (1936), extended and summarised by Kruithof (1940). These authors used the

basic Townsend technique, in which the steady-state current passed by the discharge is

measured at several values of the electrode separation d, the potential difference being

varied in proportion to d so that the electric field remains constant. The constancy of the

electric field ensures that the average energy of the electron stream remains the same at all
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Figure 9.1. Previously reported measurements of a i/N (the reduced primary ionisation
coefficient) for argon. In the legend, "K" refers to the data of Kruithof (1940), "L & L" to
Lakshminarasimha and Lucas (1977), "D'A" to Dall'Armi et al (1992) and "D & M" to
Davies and Milne (1959).

times. The increase in current is then given by equation (2.9). Kruithof and Penning used a

three-point method to analyse their data, which is the most economic in terms of the

number of measurements which need to be made, but which yields much less precise

results than the Gosseries method, in which many more data values may be used. Despite

this, the data of Kruithof and Penning exhibit a remarkably low degree of scatter.

Kruithof and Penning were not able to take into account the contribution of

metastable excited argon atoms. These authors paid considerable attention to the purity of

the gas samples used. The vacuum was maintained by a mercury diffusion pump, with

liquid air traps to prevent contamination of the samples by mercury vapour. No base

pressure is quoted but, after briefly heating the chamber as a whole to 470 °C and the

cathode to red heat, the increase in pressure was 2.5 x10 -4 Torr in 24 hours, a rate

•	 •

1 000
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comparable with that in the present apparatus. It seems almost certain, therefore, that

sizeable metastable concentrations would have been present in the argon discharges of

Kruithof and Penning. If a significant proportion of the secondary ionisation is caused by

the ejection of electrons from the cathode by metastable impact, the generalised secondary

coefficient w(d) is likely to be a function of the electrode separation, for reasons

described in chapter 2. This may distort the value of a i obtained from measurements of the

steady-state current. Evidence for just such a perturbation by the effect of metastables can

be found in similar experiments performed with neon, krypton and xenon. In these gases,

the values of ai determined by Kruithof and Penning (1937) and Kruithof (1940), as well

as those of subsequent workers using the same Townsend method, were not confirmed by

measurements made using the 'luminous flux' method (see Buursen et al 1972,

Bhattacharya 1976 and Jacques et al 1986): the 'luminous flux' values of a i were found to

be lower than the 'Townsend' values for all the above-mentioned gases. This is to be

expected, since the 'luminous flux' technique allows the direct measurement of the

exponential increase in electron concentration across the discharge gap and ought,

therefore, to be immune from the influence of metastable atoms. More recently, Brunker

(1984) was able to subtract the contribution made by metastable atoms to the ionisation in

pre-breakdown neon by performing time-resolved measurements of the discharge current

(see chapter 3, section 3.2 for a description of this technique, first applied by Haydon and

Williams (1976) to the nitrogen discharge). Brunker derived values of ai in neon which

are consistent with those of Buursen et al rather than those of Kruithof and Penning. On

the other hand, Dutton (1981) has pointed out that luminous flux measurements have

usually been performed in self-sustained discharges, which, in order to increase the light

output, run at much higher currents than is usual in the pre-breakdown regime. In such

discharges, the current is spread across the whole of the cathode (see the breakdown limit

curve on figure 6.3, for example); the effect of the non-equilibrium fields at the electrode

edges must therefore be considered. Space charging could also be a problem. In these

circumstances, it is not certain that correct values of ai can be determined.

Unfortunately, no 'luminous flux' measurements appear to have been performed in

pure argon. There is therefore little independent evidence that Kruithof and Penning's

determination of a i in argon is in error. There appears to be only one other study in which

the contribution made by metastable atoms was specifically excluded, this being the

experiment of Dall'Armi et al (1992). These authors employed a pulsed excitation, which

allowed the contributions made by various species to be separated in time. As can be seen
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from figure 9.1, their values appear to be trending below the line of Kruithofs results at

high E/N, although the difference is barely significant.

Impurities in the gas used may be efficient quenchers of metastable activity (see, for

example, the data of Velazco et al (1978) concerning the common impurities H20, CO,

H2, N2, 02). Measurements performed (without subtracting the metastable contribution)

in impure gas might, therefore, be expected to result in values of ai below those which

were obtained in pure gas. However, the reverse is true: see, for example, the results of

Heylen (1968a), Lakshminarasimha and Lucas (1977) and Abdulla et al (1979). This has

been attributed to Penning ionisation of impurity particles by argon metastables. Indeed,

measurements of the ionisation coefficient ai in argon which has been intentionally

contaminated with Penning-ionisable gases such as Hg (Burgmans and Smeets 1983) and

certain volatile hydrocarbons (Heylen 1968a, b) confirm that a Penning contribution does

inflate the effective value of ai . However, every one of the impurity species named at the

start of the paragraph, together with other possible contaminants such as Ne, Kr, Xe, OH,

H, 0 and N, has an ionisation energy which is too high for the molecule to be Penning-

ionisable by argon 1s3 or 1s5 metastables. There seem to be two reasonable conclusions to

be drawn. The first is that the Penning-ionised contaminants reported by both Heylen

(1968a) and Abdulla et al (1979) were hydrocarbons of low molecular mass rather than

the more electronegative gases listed above. The other is that another, more energetic

metastable state exists in the discharge. There are no other metastable states of the neutral

argon atom, but the potential curves of the dimer are very poorly explored, and it is

possible that additional long-lived, energetic states of this molecule may exist (the known

metastable dimer states do not have enough energy). Any such state would need to have a

lifetime of several pec (Melton et al 1954), which is consistent with the radiative lifetimes

of other metastable Are states (Boucique and Mortier 1970, Moutard et al 1987).

The second conclusion is supported both by the results obtained by Heylen in argon

which had been intentionally mixed with a small quantity of methane, which is not

Penning-ionisable by argon is states, and also by the experiments of Bertolini et al (1953)

and Melton et al (1954), in which an increase was observed in the ionisation produced by

alpha particles in argon when the gas was mixed with small amounts of impurity. Most of

the gases listed above were tried, with positive results in nearly all cases.

It was decided to employ the technique of Haydon and Williams (1976) to measure

the variation of ai with E/N in argon. The procedure is the same as for the Molnar
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experiment, which is essentially the Townsend experiment with a chopped source of

primary current. At a selection of values of E/N, measurements are taken at a number of

electrode separations while the electric field is maintained at a constant value. The

discharge is turned on and off by a square-wave modulation of the intensity of the

ultraviolet lamp which is the source of the primary current. As described in section 3.2,

time-resolved detection of the resulting discharge current allows the contribution made by

metastable-produced secondaries to be subtracted from the total steady-state current. In

the present experiment, this was done by fitting functions to the decay of current after the

lamp was switched off. A straight line was fitted by standard linear regression to the

'pedestal' of the signal, ie that part of the signal which occurs before the lamp switch-off

time; a function consisting of a sum of two exponentials was fitted to the slow current

decay, using the techniques described in section 8.3. The amplitudes of the exponentials

were subtracted from the pedestal height to yield the amplitude of the fast current decay.

These amplitudes were then analysed by the Gosseries technique (Gosseries 1939; cf.

chapter 2, section 2.1). A fairly well-behaved example of such a plot is shown in figure

9.2.
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Figure 9.2. A Gosseries plot of discharge current data taken at a pressure of 3 Torr and a
reduced electric field of 50 V cm- 1 Torr e . The currents were detected using the scheme
described in chapter 7. The data values are given in terms of 110(d), the voltage recorded at
the output of the Tektronix amplifier as a function of the electrode separation d. The
dotted line was fitted by linear regression, with the data points weighted in inverse
proportion to their y-coordinate uncertainties (Weisberg 1980). The x-coordinate
uncertainties are of similar size to the y, but are not shown on the figure.
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No curvature of these plots could be detected, such as has been reported in hydrogen by

Folkard and Haydon (1971a, b); however, the data points were frequently scattered more

widely than their individual uncertainties might lead one to expect. It appears therefore

that the uncertainty estimates generated by the fitting procedure may be too small. Further

evidence for this is presented in the next section.

Measurements were made of a i at several different pressures, for a selection of

values of the reduced electric field E/N. The results, which are displayed in figures 9.3, 9.4

and 9.5, confirm that a i is proportional to the gas number density N.

Figure 9.3. Values of the primary ionisation coefficient (x i recorded at various pressures.
These values were measured at a reduced electric field E/p of 33.3 V cm- 1 Torr- 1 at 300 K.
The solid line was fitted to these data points using a weighted-least-squares routine
(Weisberg 1980); the slope of the chained line is equal to the value of oc i/p measured by
Kruithof (1940) at this value of E/p.
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Figure 9.4. Same as figure 9.3, except EIN is here equal to 40 V cm- 1 Torr l at 300 K.
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Figure 9.5. Same as figure 9.3, except E/N is here equal to 50 V cm- 1 Ton- 1 at 300 K.
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The results of these experiments are displayed in figure 9.6, with Kruithofs 1940

data set included for comparison.
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Figure 9.6. Values of cc i/N determined in the present study (error bars), compared to the
data of Kruithof (1940) (solid line).

It is interesting to note that the present values are larger than Kruithofs at almost all

values of E/N that were examined. Indeed, the present values follow the trend of

Lakshminarasimha and Lucas' data rather closely below 300 Td. This is perhaps a little

surprising. Although the purity achieved in the present apparatus was less than optimum,

the system was considerably cleaner than that of Lakshminarasimha and Lucas. These

authors were not overly concerned with the purity of the gases used, since their primary

interest was the measurement of electron diffusion coefficients, which are relatively

insensitive to trace contaminants. They report no heat treatment of their vacuum system

(the apparatus is described fully in Virr et al 1972), which was evacuated by an oil
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diffusion pump, with liquid air traps. The base pressure they obtained was about 1 x 10-6

Torr, more than 30 times higher than that achieved in the present apparatus.

An attempt was made to compare the above results with a set made using the

unmodified Townsend method. In order to measure the steady-state current, the amplifier,

DSO and computer interface were replaced by an electrometer, as described in section

7.2.1. It was found to be very difficult to perform reliable measurements, due to the

outgassing of impurities mentioned in section 7.1. The resulting steady increase in the

quenching rate had a marked effect on the total discharge current, particularly in the

approach to breakdown. Only two sets of these measurements are thought to be reliable.

These were performed immediately after the first getter was applied (see chapter 7, section

7.1), which reduced the outgassing rate to a negligible level for a short period. These

measurements, performed respectively at values of E/N of 312 and 379 Td (ie, 100 and

120 V cm- 1 Torr- 1 ) returned values of a i which were not significantly different from the

values shown in figure 9.6.

As described in chapter 2, the y-intercept of the Gosseries plot is equal to the

secondary ionisation coefficient yi divided by 4, the discharge current in the limit of

d —) do. If 4 is known, the value of yi can therefore be deduced. Unfortunately, 1-0 was

difficult to measure with accuracy using the time-varying technique. In principle the value

ought to be identical to that measured by recording the steady-state current, since the ratio

ifaditotai (see figure 3.4 on page 37) becomes close to 1 at small values of d. However,

this was not found to be the case, possibly because the nominal value of the load

resistance used for steady-state measurements was incorrect.* In any case, it was necessary

to find some alternative way of measuring ii . As described in chapter 2, at the end of

section 1, a plot of exp[a i (d — do )111(d) against exp[a i (d — do )] —1 allows the quantity

to be determined. An example appears in figure 9.7.

*This resistance is usually much larger than that used in the time-dependent method, 10 10 ohms being a
typical value. Because resistances of this size are difficult to measure, the nominal values were not
independently confirmed.
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Figure 9.7. A plot of the type described in chapter 2, section 2.1. The slope is proportional
to 71/V0 (0) and the intercept to 1/V0(0). The voltage V o(d) is given by V.(d)= gRLI(d) ,
where RL is the load resistance, g is the amplifier gain and 1(d) is the current passed by the
discharge at an electrode separation d. The dotted line, which was fitted to the data points
using a straightforward linear regression, gives a value of 0.79% ± 0.02% for the secondary
coefficient ii.

Time did not permit an exhaustive examination of the reliability of this type of plot.

Two observations were made that have a bearing on this, however. Firstly, it was noticed

that a poor choice of ai often resulted in the points lying on a curve rather than a straight

line. Of course, the reverse, that a straight plot implies a reliable value of a i , is not

necessarily true. Secondly, the scatter in the points was much greater than the

uncertainties in the individual points. For example, the uncertainties in the individual data

points of figure 9.7 are too small to be detectable on the scale of this plot. The

phenomenon can also be detected in figure 9.2, the root cause being the same, namely,

that the error estimates performed by the curve-fitting routine appear to be too optimistic.

o
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There was a considerable scatter in the final results for the coefficient ii, the

variation being between 0 and about 2%. Although a precise value could not be

determined, the upper limit of this range is consistent with values tabulated in table 2.3.

9.2. Time-dependent measurements.

As described in section 3.2, the same Molnar technique (Molnar 1951b) that was

used in the previous section to remove the metastable contribution to the total steady-state

discharge current can also be used to measure effective values of the diffusion and

quenching coefficients Dm and G. of the metastable atoms — indeed, this was the original

use to which Molnar put the technique. The values of Dm and Gm must be considered

'effective' values because the technique does not distinguish between different metastable

particles, which may have differing values of these quantities. As is well known, in argon

there are two metastable states (1s 3 and 1s5 in Paschen notation). However, there is much

evidence to support the belief that the 1s 5 state is present under most discharge regimes of

present interest at a concentration some ten times larger than the 1s 3 state (Ellis and

Twiddy 1969, Tachibana 1986). The values of D m and Gm returned by an analysis of the

decay of the discharge current may therefore be usefully compared with values obtained

for the 1s5 state by other means.

It was therefore decided to follow in Molnar's footsteps and attempt measurements

of these quantities. It was originally intended to extend these measurements over a greater

range of pressures than was addressed by Molnar, partly to investigate whether the two-

and three-body quenching processes measured by Ellis and Twiddy (1969) and subsequent

authors were evident in the high pressure limit, but also to attempt a measurement of the

boundary parameter 13 described in section 3.1.1. In the event, great difficulties were

encountered in performing the measurements. Some of these were of an experimental

nature, such as the problem with outgassing of impurities described in section 7.1, but

others were problems of a more fundamental nature concerning the Molnar analysis

(Molnar 1951a) and its application to plane-parallel electrodes of finite radius. An

alternative, separation-of-variables (SOV) approach to the theory of the decay of slow

current (described in section 3.2.2) showed that the Molnar analysis was incomplete as

described in Molnar's original paper, and that the methods developed by this author for

obtaining the free-decay rates from measurements of the slow-current-decay rates

produce, in many cases, grossly incorrect results. Some data on the values of the effective
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diffusion and quenching coefficients were, however, eventually obtained, the results being

broadly consistent with previous measurements.

9.2.1. Difficulties with the measurements.

Because of the concerns with the Molnar theory that arose during the course of the

experiments, attention was directed first at the prediction that complex-valued decay rates

occur in the decay of slow current under certain discharge conditions, and the effect such

terms might have on the analysis of the Molnar experiment. It was decided to investigate

this as follows. Recordings were taken of the decay of slow current, using a constant

electrode spacing and pressure, but varying the potential difference across the electrodes

(and hence the reduced electric field E/N). The fundamental rate of decay of the slow

current is expected to increase as the field is increased, because the greater field induces a

correspondingly larger amount of feedback from secondary electrons ejected from the

cathode by metastable atoms. These fundamental decay rates were measured and

compared with the approximate predictions of the standard Molnar theory and also with

the exact (in principle) predictions of the SOV theory. Two approximations to the Molnar

theory were used, one corresponding to equation (3.70) (equation 23 in Molnar 1951a),

the other to equation (3.71), which is equaivalent to Molnar's equation 23 in the

approximation 1,2 ---> 0. Two sets of data were taken, one at a separation of 1.016 cm, the

other at 2.540 cm.

The more crude Molnar approximation is straightforward to apply, since the results

depend only on the value of the breakdown parameter x = /slowiltotal • However, in order to

perform the calculations required by the other two models, some additional quantities have

to be determined. Firstly, the SOV model requires the value of ai to be known. This

coefficient had therefore to be determined at a number of values of E/N within the range

over which measurements were taken. Several steps were used to calculate these values of

ai. Firstly, the value of E/N at which each data value was recorded was plotted against the

observed value of x for that point. These plots are shown in figures 9.8 and 9.9. A line of

best fit was drawn through these points. For a number of closely spaced points within the

interval of x in which the data were taken, the appropriate value of E/N was interpolated

from this graph; the value of a; at this value of reduced field was then estimated by cubic

spline interpolation of the data of Kruithof (1940).
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Secondly, the 2-term Molnar approximation requires a knowledge of the amplitude

of the second decay term. This is difficult to measure in practice, so values of this
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Figure 9.8. The relationship between the reduced electric field E/p (normalised to 0 °C)
and the breakdown parameter x. Data were taken at an electrode separation of 0.4 in
(1.016 cm) and a pressure of 0.96 Toff. The chained line was fitted to the data points,
which are marked by crosses.

h

E-4

90

85-

80-

75-

70-

65-

60-

55

4-

/

.-•

0
	 0.2	 0.4	 0.6	 0.8

X = islowiltotal

Figure 9.9. This plot is similar to figure 9.8, except that the data displayed here were
taken at an electrode separation of 1 inch (2.54 cm) and a pressure of 0.95 Toff.
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amplitude at the required values of x were estimated using the SOV theory. Finally, both

the 2-term Molnar approximation and the SOV theory require knowledge of the values of

the diffusion and quenching coefficients. For the sake of the exercise, values determined a

posteori from plots of free-decay rate against 7t2/d2 were used (see section 9.2.2 for a

description of these results).

The values of the first, second and third decay time constants predicted by the SOV

model at various values of X, for the smaller value of d, are displayed in figure 9.10.
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Figure 9.10. The first, second and third decay rates (solid lines) of the slow current decay
plotted as a function of the breakdown parameter x. The electrode separation was 0.4 in
(1.016 cm) and the pressure was 0.96 Torr. The values of ai which were necessary for the
calculation of these decay rates were interpolated from the data of Kruithof (1940). In the
limit x —f 0, the decay rates approach the free-decay rates which are indicated on the left-
hand axis of the graph. The 2nd and 3rd decay constants become complex-valued at about
x = 0.6. The dotted and dashed lines represent, respectively, the real and imaginary parts
of the 2nd/3rd decay rates at greater values of x. Four experimental measurements of a
higher-order decay rate are also shown (crosses).
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It can be seen that the 2nd and 3rd decay rates become complex-valued at about x = 0.6.

However, all three rates trend towards the corresponding free-decay rates in the small-

signal limit; also, the fundamental rate decreases toward zero, as expected, in the approach

to breakdown. This can be seen more clearly in figure 9.11, in which the theoretical

predictions of the fundamental decay rate are compared with the experimental values.

X =islowiltotal

Figure 9.11. This shows measured values of the first decay constant over a range of values
of the breakdown parameter x (small squares). The measurements are the same ones
depicted in figure 9.8. Three theoretical curves are also shown. The solid line was
calculated by using the analysis of chapter 3, section 3.2.2, and represents an exact value
for the simplified form which has been assumed for the generating function wam(r)ne(r)
in equation (2.15). The chained curve represents the values obtained by using equation
(3.70) (equation 23 in Molnar 1951a), whereas the dashed line is the solution found by
using equation (3.71) (that is, Molnar's equation 23 in the limit that is` ---> 0). The value of
p = v2/v i ('n' in Molnar's notation) was obtained by using the values of D m and Gm
obtained a posteori from later experimental measurements.
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The SOV line is seen to be not too far from the 1st-order Molnar approximation, although

the data points clearly favour the SOV curve. The 2-term Molnar approximation is fair for

small x but fails completely at x greater than about 0.5. The fundamental reason for this is

the unbounded increase in the amplitude of the second and third decay terms as their

respective time constants approach the point of degeneracy between the real-valued and

complex-valued states (see section 3.2.2.4).

Similar results are observed at the large electrode spacing (figure 9.12). If anything,

the failure of the 2-term Molnar approximation is even more severe.

I	 I	 1
0.2	 0.4	 0.6
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Figure 9.12. This plot is similar to figure 9.11, except that the data displayed here were
taken at an electrode separation of 1 inch (2.54 cm) and a pressure of 0.95 Torr. Under these
conditions, the second and third decay rates become complex-valued at about x = 0.35.

An attempt was then made to search for experimental evidence of an oscillatory

component in the decay of slow current at large values of x. However, unequivocal
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evidence could not be found. Many curves appeared to the eye to contain a sinusoidal

component at the base of the 'pedestal', but quantitative agreement with the predictions of

the SOV theory is lacking. An example of such a signal is shown in figure 9.13. (Note that

it is shown in section 3.2.2.3 that the oscillatory decay, although technically a 'decaying

sinusoid', is likely to be heavily damped. Obvious oscillations in the detected signals are

therefore unlikely to be observed.) An attempt to fit an exponential to such signals

produced curious results, which are shown on figure 9.10. At the lowest value of x at

which such a fit could be performed, the time constant was not too far from that predicted

by the SOV theory for the second decay term, which at that point is expected still to be

real-valued. However, at larger values of x, the measured time constants decreased

smoothly, contrary to expectations, and bear no obvious relationship with the predicted

values. Figure 9.13 provides visual confirmation that these too-slow decays are real, and
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Figure 9.13. Higher decay terms of the slow current at d = 2.54 cm and p = 0.954 Torr.
The solid line represents the predicted form of the complex second and third decay terms;
the boxes represent binned averages, each of 20 samples, of the slow current signal after
subtraction of the fundamental decay.
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not just an artifact of the fitting procedure: the rate of decay of the negative-amplitude

term in the data points is seen in this diagram to be several times slower than that of the

theoretical curve.

Bearing in mind the fact that only four data points were taken, that the amplitudes of

these components were very small and hence that the measurements were difficult to

make, and that the fitting of multi-exponential data is a dubious undertaking at the best of

times, the role of chance in the apparent trend of these points should perhaps not be

underestimated.

Two other curious effects were noted. Both occurred at small values of the

electrode separation d. The first of these anomalies is the presence of a decay component

with a time constant (of about 5 msec) which was found to be only weakly dependent on

d. This component makes an appearance at an electrode separation of about 0.4 inches,

and quickly comes to dominate the decay of the slow current at smaller separations. Its

presence limits the accuracy with which Dm may be determined and makes it impossible to

perform the small-d, high E/N measurements that are necessary to determine the value of

the boundary parameter p. No definite explanation is known, but one possible cause is an

enhanced production of metastable particles at the edges of the electrodes. At the high

values of E/N that are necessary to achieve a significant amount of slow current at these

small separations, the discharge regime is firmly to the left of the Paschen minimum (see

figure 9.17). Because the production of metastables may be assumed to be most efficient

at this minimum, 'long-path' effects may produce a significant concentration of metastables

at the edges of the electrodes. Although a calculation of the diffusion dynamics of particles

about the rounded edges of the electrodes is bound to be a complicated undertaking, one

may estimate that the value of the diffusion length A might be somewhere near to the

radius of the electrode bevel (– 1 cm in the present case), and furthermore, that it is likely

to remain approximately constant over a range of electrode separations Ad such that Ad <

A. In other words, if the diffusion length at the electrode edges was 1 cm when the

electrodes were in contact, it would have increased by only 20% at d = 0.2 cm.

The final anomalous effect was also observed during attempts to measure the

boundary parameter p and is so far without a satisfactory explanation. It is the occasional

presence, at electrode separations smaller than about 1 mm, of strongly oscillatory signals

after the cessation of the primary current. An example is shown in figure 9.14, with the

remaining slow decay subtracted to show the oscillations more clearly. Several features of
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these signals were observed. Firstly, the period of the oscillations remains approximately

constant, regardless of the value of d, and is suspiciously close to 10 ms (ie, to half the

period of the mains power supply). The amplitude was observed to increase as d was

decreased, which is consistent with the capacitive coupling of a noise signal across the

electrodes. However, the period does not seem to be exactly equal to 10 ms, as it would

have to be if the phenomenon was simply due to noise from the mains voltage. Also, the

noise hypothesis does not explain the decay of the oscillation envelope. Alternatively, the

signal could be due to inductive ringing in the external circuit. However, if this is the case,

it is strange that the capacitance of the electrodes, which is approximately equal to 1.8/d

pF (for d in cm), appears to have no effect on the period of the oscillations.

0.35

1
I

0	 10	 20	 30	 40	 50	 60	 70	 80

Time after trigger (ms).

Figure 9.14. A typical oscillation seen on traces taken at electrode separations of less than
lmm. A double exponential term V(t) given by

V(t)= —17.72 +0.7exp(-08.755)+6.3exp(—t/2.337) mV

has been subtracted from the raw data. (Times are in msec.)

-0.3
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9.2.2. The diffusion and quenching coefficients.

These were evaluated at a single value of the gas concentration N by use of the

method described in Molnar (1951b). At each value of the electrode separation d, the

potential difference was adjusted so as to produce a significant amplitude of 'slow' current.

The signal passed by the discharge as the source of primary current was switched on and

off was amplified and then recorded on a digital storage oscilloscope, as described in

section 7.2.1. A function consisting of either one or a sum of two exponentials was fitted

to the data by the procedure described in section 8.3, in order to determine T1 , the

fundamental time constant of the decay of slow current. The first-order approximation to

Molnar's theory (ie, equation 3.71) was then used to retrieve the fundamental 'free-decay'

time constant ti t from the measured values of T1 and the breakdown parameter x.

It was necessary to correct the values of T 1 for the variation with time of the

quenching rate Gm, which occurred as a result of the constant outgassing of impurities

from the chamber walls (see section 7.1). This was done as follows. At the

commencement of a set of measurements, as soon as possible after the chamber was

isolated from the vacuum pump and gas admitted, the electrodes were opened to their

widest spacing (1 inch = 2.54 cm). The potential difference was adjusted so as to bring the

value of the breakdown parameter 7 I I, = slow, /total to about 0.5. This ensured that the total

current was large, and therefore that the signal-to-noise ratio was comfortably high. The

time constant t i of the free decay at this separation was then determined by the method

described above. At intervals during the measurements, the electrode spacing and potential

difference were returned to these initial values, and the measurement was repeated. A

graph of the increase in the time constant at this reference separation allowed the increase

in Gm with time to be determined. An example of such a plot is shown in figure 9.15.

After correction for outgassing, the decay rates v i. = lic i were plotted as a function

of (7t/d)2. As described in Molnar (1951b) and also section 3.1.2, this should yield a linear

plot with a slope equal to Dm and a y-intercept of G m . The plot is shown in figure 9.16.

(Note that the scatter in the data values is, as was the case in figures 9.2 and 9.7, much

larger than the uncertainties returned by the fitting procedure.) The two coefficients were

obtained by an ordinary least-squares fit to the data points. The diffusion coefficient is

compared with published values in table 9.1. Very good agreement is obtained with all

previous results within the quoted uncertainties.



500-

(3
300-

C.)
200-

C)

100-

0 days 0
9 days +

11 days

100 260 300

Time after gas admitted (minutes).

Figure 9.15. The increase in the rate of quenching of metastable atoms due to outgassing.
The legend gives the time in days after the titanium getter was applied.
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Figure 9.16. A plot of the fundamental free-decay rate v 1 against the square of ir/d
(crosses), d being the electrode separation at which the reading was taken. The dotted line
was fitted to the points by a standard linear regression. The y-intercept of this line gives
the value of the volume quenching coefficient Gm, whereas the slope is equal to the
diffusion coefficient Dm . The values of v 1 were calculated from measurements of the first
time constant of the decay of slow current, after these were corrected for drift in Gm due to
outgassing. Equation 3.71 was used for the conversion from slow current rate to free-decay
rate.
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Table 9.1. Values of the diffusion coefficient of argon 1s 5 metastables at 300 K.

Reference D mN (10 18 cm- 1 s-1)

Molnara (1951b) 1.45 ± 0.13

Phelps & Molnar (1953) 1.74

Futch & Grant (1956) 1.64 ± 0.14

Ellis & Twiddy (1969) 1.66 ± 0.07

Kolts & Setser (1978) 1.8

Wieme & Lenaerts (1980) 1.48 ± 0.12

Present worka 1.57 ± 0.05

Notes: 

a: The metastable atoms in these cases are presumed to be mostly in the 1s 5 state.

At 1 Ton- and 296 K, Ellis and Twiddy determined the rate of self-quenching to be

51 s- 1 in pure argon. This is about 60 s- 1 below the present value of 114 ± 8 s- 1 . The

difference is consistent with about 130 ppm CO, 50 ppm N2 , 9 ppm 02 or 4 ppm H20

(Kolts and Setser 1978). These figures are mostly higher than the value of 5 ppm quoted

for the argon used in the present experiment (Matheson research grade). Note, however,

that all three lines in figure 9.15 converge to a point about 1 hour before the admission of

gas to the chamber. The meaning of this is not known. If this point of convergence is

taken as representing the true quenching rate in the unmodified gas, the difference

between the present value for Gm and that of Ellis and Twiddy falls to about 20 s- 1 . The

concentrations of common impurities that are necessary to produce this amount of

quenching are much closer to 5 ppm.

9.3. Electrical breakdown in argon.

The absorption measurements described in the next chapter are difficult to make

because the concentration of metastable excited states in the pre-breakdown regime is very

small. Because secondary electrons ejected from the cathode by metastable impact play

such a large role in the occurrence of breakdown in argon, the concentration of these

186
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states is likely to be at an optimum level when the breakdown voltage is minimized. This

can be shown in a more quantitative fashion as follows. Taking equation (2.10) as a

starting point, the following equation was derived in section 3.2.2.5:

aidbd a i do +1141+	 ,	 (9.1)

where a i is Townsend's first ionisation coefficient, dbd is the separation of the electrodes

at breakdown, do is the 'non-equilibrium distance' defined in section 2.1 and y is the

generalised secondary coefficient. The coefficient y contains a constant part representing

the contribution of ions and a d-dependent part representing the contribution made by

metastable particles. Equation (9.1) can be written as

Vbd VO 
EIN 
ai/N ln[l +1/7], 	 (9.2)

where Vbd is the breakdown voltage, E the electric field and N the gas number density.

The voltage V0 is related to do by Vo = Edo. Both a i/E and V0 are slowly varying

functions of E/N (Kruithof 1940), in other words, of V bd/Ndbd; clearly, then, if y were

constant, Vbd would be a function of dbd only. This is called 'Paschen's law' or 'the

Principle of Similarity' (eg Meek and Craggs 1953). However, in cases where part of the

secondary ionisation is due to metastable particles, y varies with both N and d, and

Paschen's law is therefore only approximately followed.

In order to identify the conditions at which the minimum in Vbd occurs, this voltage

was measured for a variety of values of the electrode spacing and gas pressure. The results

are shown in figure 9.17. It can be seen that, as predicted above, Paschen's law is only

approximate in the case of argon.
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10. Optical absorption measurements.

As described in the introductory chapter, optical absorption measurements have the

potential to return information about a number of aspects of the pre-breakdown discharge

in argon. Some of these possibilities are discussed in greater depth in chapters 3 to 6.

Broadly speaking, these avenues of investigation fall under five heads: (i) examination of

the saturation behaviour of the absorption coefficient at high light intensity; (ii)

measurement of the diffusion and volume quenching parameters without the complications

inherent in a Molnar-style experiment; (iii) obtaining information about the rates of

production and surface quenching of metastable atoms from their steady-state

concentration profiles; (iv) measurement of some of the electron transport parameters, and

(v) the determination of the primary ionisation coefficient without needing to consider the

contribution from other sources of ionisation.

A number of measurements of the light absorbed by 1s 5 metastable atoms were

performed towards the end of the study period. The intention behind these was to

demonstrate these experimental and analytical techniques, and to compare experimental

distributions with the models developed in chapters 5 and 6, rather than to embark on a

comprehensive program of measurements of the discharge parameters. The results of most

of the experiments are in qualitative agreement with the predictions of theory; the degree

of numerical agreement is discussed below.

As described in chapter 7, the measurements were performed by directing a thin

beam of radiation from a semiconductor laser through the discharge volume in a direction

parallel to the electrode planes. The position of the beam can be varied by moving the

entire laser carriage. The transmitted light is detected by a photodetector on the other side

of the discharge chamber, which is moved in concert with the laser. The amplified

photovoltage is recorded on a digital storage oscilloscope; this allows many traces to be

averaged, for the purpose of increasing the signal to-noise ratio. The result can be

transferred to a computer for further digital processing. The absorption signal is generated

by pulsing either the potential difference across the electrodes, the ultraviolet light (the

source of the primary current), or both. Pulsing or chopping the potential difference is the

preferred technique for all of the areas of investigation listed above. In the case that the

diffusion and volume quenching of the metastable atoms are being examined, chopping the

voltage permits the relevant parameters to be measured during 'free decay'. In the case of

the other types of measurement, voltage chopping permits a greater number of cycles to
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be performed in a set time, because the metastable atoms are cleared from the discharge

much more rapidly than they would be if the voltage was maintained after switching the

lamp off. This is because the potential difference causes some regeneration of the

metastables through the continued drift of secondary electrons. Voltage chopping also

permits an over-voltage to be applied during the 'on' part of the cycle, which allows the

exploration of discharge regimes that would otherwise be inaccessible.

An example of a 'raw' signal is shown in figure 10.1. The following figure shows the

same signal after averaging many samples. The signal to noise ratio has increased by about

a factor of 40. As described in section 7.2.2.2, it is necessary to interpose a high-pass filter

between the photodetectors and the differential amplifier. This has the effect of imposing a

noticeable 'droop' on signals recorded at timebases of greater than a few milliseconds. A

digital technique is described in section 8.1 for removing this distortion. This technique

has been applied to the data in figure 10.2.

10.1. Saturation of the absorption coefficient.

The desire to obtain spatially resolved information about the concentrations of

excited states, together with the necessity of maintaining a reasonable signal-to-noise

ratio,* require that the intensity of the laser radiation be relatively large. In this case, it may

not be possible to ignore saturation effects when calculating the absorption coefficient.

The saturation dynamics of a thin beam are discussed in section 4.2.2, in which it is shown

that the absorption coefficient k is a function of laser power P of the form

ko 
k = 

V1+ PiPsat
(10.1)

where k0 is the small-signal absorption coefficient given by equation (4.19) and P sat is the

saturation power. Provided that the absorber is optically thin, a similar expression holds

for the integrated absorption lc which is defined, for a beam propagating in the y direction,

by

K = f dx lc(x).	 (10.2)

* If this is to be achieved, the laser power must be maintained at a reasonable level, because the fractional
amplitude of the electrical shot noise from the photodetectors is inversely proportional to the square root
of their DC output.



191

0.2

0.1

0

-0.1

-0.2
0 2	 4	 4	 8	 10	 12	 14	 16	 18

Time (ms).

20

0.2

0.1-

-0.1-

Figure 10.1. A typical absorption signal. The discharge commences at about 1 ms (and
again at 19) and ends at about 10.5 ms.
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Figure 10.2. An average of 2000 such signals, which has, in addition, been 'undrooped' by
the method described in section 8.1. The nature of the rise in the concentration of
metastable atoms can be clearly seen, as well as the exponential shape of the decay.



The change in the integrated absorption as the laser power was varied was

investigated. The results are shown in figures 10.3 and 10.4.
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Figure 10.3. Saturation of the 1s 5 - 2p9 transition as P, the power in the main laser mode, is
increased. The beam radius was 0.8 mm. The dashed curve is the function
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Il l+ Plat

with Ko = 9.57 x10-4 and Psat = 26.211W. These parameters were calculated by fitting a line to

the data of figure 10.4.

Figure 10.3 shows the raw absorption values. Some downward trend is evident,

following the general shape predicted by equation (10.1), However, a better way to

measure the two free parameters is to manipulate the data so that a linear plot can be

performed. This has been done in figure 10.4.
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Figure 10.4. A plot of 1/x2 against P for the 1s 5 - 2p9 transition. The theory of chapter 4
can be used to show that such a plot should yield a straight line with an intercept equal to
1/4 and a slope equal to 1/K O Psat . The dashed line was fitted to the data by a weighted

least squares procedure (Weisberg 1980).

The data points in this figure are consistent with the linear theoretical prediction. The

value of 26.2 p,W measured for the saturation power is not in agreement with the value

predicted by equations (4.28) and (4.81), which is only 0.2 µW for a beam of radius 0.8

mm. However, this analysis did not include effects due to cross-relaxation of atoms

between velocity classes. As is mentioned in section 4.2.1.2, this may increase the

saturation intensity or power by a significant amount.

In section 4.3, it is pointed out that an intense beam may also perturb the rate of

decay of metastable particles. An attempt was made to measure such a perturbation, the

results of which appear in figure 10.5. No systematic trend can be seen; nor is such an

effect apparent in the data of the next section. However, the process must occur to some

degree. Evidence of this was provided by the observation of an optogalvanic effect in the

discharge very close to breakdown. As the laser wavelength was tuned through the



194

transition, the current passed by the discharge under these circumstances typically

decreased by about 10 percent. Note that the change in decay rate should not be expected

to be of similar size, because the discharge is particularly sensitive to disturbances near to

breakdown, and small perturbations may be greatly magnified.
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Figure 10.5. The rate of decay of the concentration of 1s5 states as a function of laser
power. Note the suppressed zero on the ordinate.

10.2. Measurement of the diffusion and quenching coefficients.

A discharge between moveable, plane-parallel electrodes, monitored by optical

absorption, ought to provide an excellent opportunity to measure the diffusion, volume

quenching and boundary coefficients with high accuracy. However, there was an

unexpected problem, the nature of which is well demonstrated by the points on figure

10.6. It can be seen that the slopes of the fundamental decay, although close to the

theoretical curve at large electrode separations, diverge smoothly as the separation is

40
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Figure 10.6. The rate of decay in the concentration of argon 1s5 state atoms, plotted as a
function of n2/d2, where d is the electrode separation. According to the theory described in
section 3.1.2, the result ought to be a straight line. The crosses represent measurements of
the fundamental decay mode, whereas the squares give the decay rates of the next highest
mode, where this could be determined. The solid line shows the expected result, using the
values of Ellis and Twiddy (1969) for the diffusion and quenching coefficients. The
pressure and temperature were 0.7 Torr and 300 K respectively.

reduced. At some point secondary components appear in the decays, which have time

constants much closer to the expected values than those of the first components. The

explanation for this is as follows. In order to generate a large signal, a considerable

overvoltage must be applied during the 'on' time of the discharge. As the electrode

separation is decreased, Nd, the product of the gas number density times the separation,

may move onto the left-hand side of the Paschen curve shown in figure 9.17. In this

region, the breakdown voltage is lower between the edges of the electrodes than it is at

the centre of the electrodes. It seems likely that, under these conditions, the bulk of the

metastable particles will be generated at these edges. When the discharge is terminated,

these are free to diffuse radially away from the electrode surfaces, and hence will decay at

a lower rate which is only weakly dependent on the electrode separation. The absorption
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decay signal will therefore be expected to contain a large component with a time constant

which is nearly independent of the separation d, with a small-amplitude component which

has the 'correct' decay rate. This is exactly what is observed. A similar phenomenon is

discussed in relation to measurements of the decay of the discharge current in section

9.2.1.

The uncertainties in the 'second slopes' are relatively large because of the difficulty in

fitting these components. It therefore seems unlikely that the optical absorption technique

can be used to obtain accurate measurements of the diffusion and quenching coefficients at

low pressures, at least in the present apparatus. Unfortunately, this is exactly the regime in

which the diffusion coefficient becomes significant. However, a successful measurement

was made at a somewhat larger pressure. This is shown in figure 10.7.

2	 4	 6	 8	 10
712./d2 (cm-2).

Figure 10.7. A similar plot to that in figure 10.6, except that the pressure here is 1.61 Torr
at 300 K. The solid line again represents the prediction of Ellis and Twiddy (1969).
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Because of these difficulties at low pressure, no measurements were attempted of

the boundary coefficient p described in section 3.1.1.

10.3. Steady-state concentrations of metastable atoms.

As described in chapter 6, it is possible to deduce the value of the secondary ejection

efficiency coefficient ym from a relatively small number of measurements of the

concentration of metastables. In addition, it is possible to calculate the value of am as well,

since the product amymS(d) is given by equation (3.91) in terms of the relatively well-

known parameters a i , D. and Gm . The coefficient S(d), which represents the amplification

of the current due to ion-ejected secondary electrons, is equal to the ratio between 1(d),

the discharge current at separation d, and Ado), the current at the effective non-

equilibrium separation (provided both measurements are made at the same value of

reduced electric field EIN).

Measurements of the concentration of 1s 5 metastables were performed in a quasi-

steady-state regime by allowing the 'slow' part of the discharge current to approach

saturation during the 'voltage on' cycle. The 1s 5 - 2p9 transition at 811.5 nm was used. A

chain of measurements was made along transects in both axial and radial directions. (An

'axial' transect is defined as a series of measurements at different values of z but y = 0; a

'radial' transect is a series performed at several values of y at constant z. The coordinate

system is given in figure 3.1, page 23. All measurements were taken with the laser light

propagating in the x direction.) These are shown in figures 10.8 and 10.9 on the next page.

The concentration of 1s5 atoms along the radial transect could easily be determined

by performing an Abel inversion on the data in figure 10.9, but the present author does not

consider that this would be particularly informative. An approximate value for the

maximum concentration of 1s 5 state atoms can be obtained from figures 10.8 and 10.9 as

follows. The maximum integrated absorption seen in figure 10.8 is about .0015, whereas

the half-width of the central 'bulge' in concentration is about 3 cm. Dividing the first figure

by the second, and dividing again by the 1s 5 - 2p9 cross-section listed in table 4.4 on page

95, gives an average concentration of about 5 x 10 7 cm-3 (ie, about 1.5 atoms per billion

are in the 1s5 state).
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z, the distance from cathode (cm).

Figure 10.8. The steady-state optical absorption due to argon 1s5 atoms, measured along
the axis of the discharge. The dotted line represents the values returned by the model of
chapter 6. The pressure was 0.97 Torr at 298 kelvin, the discharge current was maintained
at 200 nA and the value of the reduced electric field E/N was 439 Td.

0
	

0.5	 R1.0	 1.5	 2.0
	

2.5

y, the distance from discharge axis (cm).

Figure 10.9. Measurements of the 1s 5 optical absorption across a radial transect at 0.4 cm
from the cathode. The electrode spacing and all other conditions were the same as those of
the previous figure.
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It will be noted that the points in both figures are scattered more widely than the

uncertainties in the data would lead one to expect. This is due to difficulties in keeping the

laser wavelength centred on the transition of interest, whereas the error bars solely

represent uncertainties in fitting curves to the absorption data. The scheme by which the

laser is locked to the absorption line is described in section 7.2.2.1. The wavelength is

modulated, producing a modulation in the absorption of a reference beam which passes

through a wavelength standard and into a monochromator and photomultiplier. The result

is detected by a phase-sensitive or 'lock-in' amplifier (LIA) which is used to generate a

difference signal. The problem described above arises because both the amplitude and

wavelength of the laser are modulated by the applied modulation of the laser driving

current. The difference signal is therefore not equal to zero at line centre: in practice,

therefore, an offset must be applied to the output of the LIA. The size of this offset varies

in proportion to the photomultiplier output signal amplitude. Although mirrors are

arranged to keep the reference beam stationary as far as possible, small deflections do

occur as the laser carriage is moved which cause changes in the photomultiplier output

amplitude and therefore in the required offset. The lack of success in constructing a

wavelength standard with a sufficiently sharp absorption minimum means that, at present,

the best way to find line centre is by watching the absorption signal on the digital storage

oscilloscope while slowly tuning the laser back and forth across the transition. This

inefficient procedure is probably responsible for the ragged appearance of the points in

figure 10.8.

Figure 10.9 seems to show that the most intense part of the discharge is displaced

from the geometrical centre. Because there appears to be no mechanism by which this

could occur, it is likely that similar wavelength-centering problems have affected the

measured absorptions of the first couple of points.

The measured shapes of the concentration distributions are in qualitative agreement

with expectations, the greatest concentration occurring near the centre of the discharge

volume where the current density is high and the (absorbing) electrodes are distant. Figure

10.8 appears to show a non-zero concentration of metastables at the cathode surface, but

this may be due to a background contribution from metastable atoms which are beyond the

electrode radius along the line of the beam.

The curves were constructed using the Fourier-Bessel model of chapter 6. The

appropriate discharge parameters were taken from Kruithof (1940), Lakshminarasimha
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and Lucas (1977) and Kucukarpaci and Lucas (1981). The concentration was first

calculated as a function of radius from the axis of the discharge and then Abel-

transformed. Because of the seemingly systematic error in the experimental values, the

amplitude of the theoretical curves was only approximately adjusted for best fit. The

amplitude is, however, the same in both figures.

An estimate was made of the ejection efficiency yin by calculating the flux of

metastable particles into the cathode and comparing this to a separate measurement of the

amplitude of the 'slow' part of the discharge current. The resulting value was 0.85

electrons ejected per metastable-particle impact. A perusal of table 2.2 on page 19 shows

that this is a high value, but not an impossible one, particularly for a gas-covered surface.

As mentioned at the start of this section, the excitation coefficient a m can be

calculated if Ym and the ion amplification factor S(d) are known. S(d) can be measured in

the discharge by comparing the 'fast' current / fast(d) with 4, the limiting value as the

electrode separation d approaches the non-equilibrium separation do,* provided that the

electric field is kept constant as d is varied. The excitation coefficient was calculated to be

0.26 cm-1 , which is consistent with the result obtained in the next section (at a slightly

higher value of EIN).

Because relatively large values of current were used in this experiment in order to

increase the signal-to-noise ratio of the absorption signal, it is important to investigate the

possible distortion of the uniform 'vacuum' electric field by the concentrations of charges

in the gap. Although the majority of the current is always carried by electrons, the ionic

species contribute more to the charge concentration because they drift at a much lower

speed than electrons. The electron component is therefore neglected in the following

analysis.

The electric field E is obtained by integrating Poisson's equation, which in the

present geometry is

d2V _ p(z) 

dz 2 
(10.2a)

* About 0.1 cm at the values of pressure and field under discussion (Kruithof 1940).
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where V is the potential, p is the charge concentration at distance z from the cathode and e

is the permittivity. The last quantity may be approximated closely by eo, the permittivity of

the vacuum. The concentration of ions may be found from the methods described in

chapter 2, giving

and thus

p(z) = j(d) [1- eai(z-d)]
w

E = E0 + 
j(d)[

z - —
1

eociu-d)

Eow	 ai

where E0 is the vacuum field, j(d) is the current density measured at the anode, d is the

electrode separation and ai is Townsend's primary ionisation coefficient. It is not difficult

to show that the maximum departures from the vacuum field occur at z = 0 and z = d. By

using the values of w and ai appropriate to the value of E0IN at which the steady-state

absorption measurement was made (Hornbeck 1951; Kruithof 1940), and assuming a

value of about 10 cm2 for the average cross-sectional area of the ion current, the

maximum field perturbation evaluates to be about 3.6% for 200 nA of anode current. This

is regarded as acceptable for this experiment.

10.4. Rates of production of metastable atoms.

It was shown in section 5.4 that the rate of rise of the concentration of metastable

particles is proportional to the product of the excitation coefficient and the electron

number density, provided the measurement is made after the 'fast' discharge processes

involving electrons, ions and excited states of short lifetime have reached a quasi-

equilibrium and before significant numbers of metastable atoms have reached the cathode.

The existence of such a 'window' of time is demonstrated by the recording of discharge

current in figure 10.10. There is a period of about a millisecond in which the fast rise in

the current has saturated but the contribution from metastables is not yet significant.

Measurements of the rate of rise in the concentration of metastables during this period

ought, therefore, to return accurate values for the electron concentration.

Note that the value of the anode current, and therefore the size of the perturbations

of the vacuum field due to space charge, is typically an order of magnitude lower in these

experiments than those described in the previous section.
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Measurements of this rate of rise were performed, along one axial and two radial

transects. The results are shown in figures 10.11 and 10.12, which appear on the next

page. The Fourier-Bessel model was again used to calculate the theoretical curves, rather

than the method of chapter 5, because the necessary computer programs had already been

written. Because the concentration of electrons can be seen to drop to negligible levels

well within the electrode radius RE, it seems unlikely that there would be any significant

difference between the two models in the present case. Once again, in view of the

relatively poor quality of the data, no attempt was made to obtain the best fit between the

model curves and the data values. Different amplitudes were used in each figure, although

the two curves in figure 10.12 have been given the correct relative sizes.

Time (ms).

Figure 10.10. An example of the current passed by the discharge during an absorption
experiment. The large (truncated) positive-going spike at about 0.5 ms occurs at the time
the potential difference is introduced between the electrodes, and represents a displace-
ment current rather than a flow of charged particles through the gas. The true current
commences at 3.5 ms when the ultraviolet light is turned on. This shows the familiar form
of a sharp rise as the charged particles and short-lived excited states come into
equilibrium, followed by a slow rise as metastable particles begin to diffuse to the cathode.
The instrumental time constant for this trace was about 0.7 las.
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z, the distance from cathode (cm).

Figure 10.11. The rate of increase in the optical absorption after the commencement of the
discharge. The dotted line represents the values returned by the model of chapter 6. The gas
number density is the same as that of figures 10.8 and 10.9, but the reduced field is slightly
higher at 454 Td.

Figure 10.12. The rate of increase in the optical absorption across two radial transects. The
crosses and boxes represent, respectively, measurements taken at 0.6 and 1.1 cm from the
cathode. The dotted lines are the model predictions. The discharge parameters are identical
to those of figure 10.11.
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These observations were subject to the same wavelength-centering problems as the

steady-state measurements. Also, the uncertainty in fitting a curve to the data was

generally higher than before, due partly to the smaller length of trace which was available

to analyse. The problem was exacerbated by the fact that the measurements were taken

with the voltage switched on and off without a similar modulation of the ultraviolet lamp.

The discharge commences at the point at which the voltage is turned on, rather than the

instant the lamp radiation appears. The voltage rise time is much slower than the rise time

of the lamp and was therefore able to 'smear out' the initial rise in metastable

concentration. The scheme in which the lamp is switched on slightly after the voltage

supply was not attempted at the start of proceedings, as an overvoltage was being used

and it was feared that spontaneous discharges would occur in the period between the

voltage and lamp switch-on times. This was later found not to be a problem and, in fact,

further reflection shows that it is not likely to be a problem at the voltages and time scales

which have been employed. This is because the overvoltage which was used was not so

high as to cause a breakdown due to ion-produced secondary electrons; the current run-

away occurs only after the full flux of metastable particles begins to reach the cathode.

Any electrons that are present in the discharge between the time the voltage is applied and

the time at which the lamp is switched on may, therefore, cause an exponential increase in

the current and therefore, technically speaking, a 'breakdown', but the amplitude of this

current will be very small. This is because this amplitude is given by the product of the ion

amplification factor S (d) and the amount of primary current leaving the cathode, which is

negligible in the absence of radiation from the ultraviolet lamp. Therefore, so long as the

interval between the application of the potential difference and the lamp is not excessive, a

'spontaneous discharge' cannot occur.

The above notwithstanding, the technique is clearly successful at mapping the

steady-state electron concentration rather than that of the metastable particles. Note, for

example, that the electron distribution predicted by the model is much more strongly

peaked near the anode than the metastable-particle distribution. The experimental points

follow this shape very well. Also, a generally more compact radial distribution is also

exhibited by both the experimental and theoretical electron number densities.

The following deductions can be drawn from these data. The ratio between the areas

under the two curves in figure 10.12 is equal to the increase in electron current between d1

and d2, the two distances at which the data were taken. From equation (2.1), this is equal

to exp[ai (d2-d1 )]. The value of ai can therefore be determined. The result is 2.0 cm-1,
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which is broadly consistent with the value of 3.1 cm- 1 recorded by Kruithof (1940) at the

same field and pressure. The agreement becomes better when it is considered that

diffusion of the electrons is not negligible under the conditions being discussed.

Application of equation (2.38) shows that values of ai determined at this pressure and

field by using a Townsend-type experiment are about 15% too large. The correct value is

therefore probably nearer to 2.7 cm -1 . Agreement becomes even better when the whole of

figure 10.11 is considered. The theoretical curve in this figure was calculated using the

diffusion-corrected value of 2.7 cm-1 ; the general fit to the experimental points can be

seen to be good.

The excitation coefficient am can be calculated from the area under either curve in

figure 10.12. This area is equal to

J 
dy k(x,z)= 5 dif dy ic(x,y,z)

= aidxf dy rim (x,y,z)

= al■ I m(z),

where a is the optical absorption cross-section. From equations (5.14) and (5.53), this is

approximately equivalent to

.1 dx k(x,z)= aam /(z)/e	 (10.6)

where e is the electronic charge. The value of the excitation coefficient am can therefore

be deduced. The resulting value of 0.24 cm- 1 is not very close to the value of 0.9 cm-1

reported by Tachibana (1986) at the same field and pressure, although it is consistent with

the value reported in section 10.3. Note also that values of this quantity are known with

much less certainty than the ionisation coefficient.
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11. Conclusion.

In this work, a number of theoretical and experimental studies are described of the

pre-breakdown discharge, in argon, between plane-parallel electrodes. Measurements of

the current passed by the discharge are discussed as well as measurements of the light

absorbed by excited atoms in the discharge. Chapter 2 reviews the Townsend experiment,

in which the steady-state current is measured as a function of electrode separation, the

electric field being maintained at a constant value. Modifications to the basic Townsend

theory to accommodate contributions to the total current by secondary electrons ejected

from the cathode by diffusing metastable particles are discussed and the effects of diffusive

motions of the electrons are briefly covered.

Time-resolved experiments are discussed in chapter 3. The solution of the

homogeneous, time-dependent diffusion equation for metastable particles is reviewed.

Conditions at an absorbing boundary are discussed at some length. Many authors have

reported that the concentration n„(z) of metastable particles does not appear to decrease

to zero at a boundary, which raises the question of the correct boundary condition to

apply when attempting to solve the diffusion equation. It is agreed that the condition at a

boundary at z = 0 must be of the form

an„ (0) 
n„(0) 13	 = 0,

az

but several different expressions for the boundary coefficient 13 have been proposed. A

new expression is derived in section 3.1.1 which is unique in that is predicted to be zero

at a perfectly absorbing surface. However, this result does not appear to be consistent with

measurements of very small values for the fraction of metastable atoms in an atomic beam

which are reflected from a surface without being 'quenched' (Conrad et al 1982a, b).

Section 3.2 discusses the experiment of Molnar (1951a, b) in which changes in the

discharge current are measured as the source of primary current is cycled on and off.

Measurements of the time constant of the slow decay of current due to metastable-

produced secondaries can be used to determine effective values of the diffusion and

volume quenching coefficients. An alternative approach to the analysis of this experiment

is described, which has a different set of advantages and disadvantages to Molnar's

analysis. The discovery by Ernest (1995a) that complex-valued decay constants may occur
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in the slow current waveform is investigated. It is found that these complex decays occur

in many gases and over a wide range of discharge conditions. The susceptibility to the

occurrence of complex components in the slow-current decay is shown to increase with a

decrease in the efficiency of ejection of electrons from the cathode by metastable-particle

impact. This seems to be counter-intuitive and may bear further investigation. In a later

chapter (chapter 9) it is shown that there are circumstances in which Molnar's analysis

returns grossly incorrect values of the free-decay time constants.

Chapter 4 discusses the interaction between laser light and the populations of

excited states in the discharge. If it is desired to make spatially-resolved measurements of

the concentrations of excited states, a beam of radiation of small radius must be used; also,

signal-to-noise considerations prevent the use of very low-powered beams. These two

criteria, together with the narrow bandwidth of the light sources used, result in a

significant radiant intensity within the beam, which introduces the possibility that a degree

of saturation of the absorption coefficient may occur. Considerable attention is therefore

paid to the onset of saturation. Several models of the interaction between the light beam

and the discharge are examined. Interestingly, it is found that the decrease in the

absorption coefficient with intensity follows the same functional form in all situations, the

only difference being the intensity of the radiation at the onset of saturation.

The effect of the laser radiation on the rate of decay of metastable particles is

investigated in section 4.3. It is shown that the maximum perturbation is about 20%.

Two principal techniques of spatially-resolved measurement of metastable-particle

concentrations suggest themselves: measurement of the rate of rise in concentration after

the commencement of the discharge, and measurement of the steady-state concentration.

Chapters 5 and 6 lay the theoretical foundations for the analysis of these techniques.

Chapter 5 treats ways of modelling the distribution of electrons. The hydrodynamic

approximation is assumed in which the distribution of electrons is represented by a

second-order diffusion equation. Although this approximation becomes poor near the

electrodes, it is shown that the desired information can be obtained by measurements made

far from these surfaces, and hence that the diffusion equation is a valid approximation

from this standpoint. The diffusion equation is solved using the Hankel transform. It is

pointed out that this method has advantages when it is necessary to compare theoretical

solutions of the electron distribution with the experimental measurements. This is because

the experiment yields an Abel transform of the electron concentration function. The
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theoretical concentration function, easily found in Hankel space, can be converted from

this to an Abel form by the application of a numerical Fourier transform.

In chapter 6, the three-dimensional distribution of metastable particles is addressed.

The main intent in this chapter is to enable the secondary ejection efficiency 7m to be

measured with accuracy using a small number of optical absorption measurements.

Although the diffusion equation is rigorous in this case, the situation is made more

complicated by the fact that the concentration of metastables is causally related to the

concentration of electrons, although the reverse is not true. It is shown that the coupled

equations can be reduced to a single integral equation which can be solved numerically;

alternatively, expansion of the electron concentration in a Fourier-Bessel series allows the

coupled differential equations to be reduced to an infinite series of linear equations, which

may be truncated and inverted. A third solution method, applicable only in cases where the

diffusive motion of the electrons can be ignored, is to replace the differential equation for

metastables by a finite-difference approximation. These three solution methods are

compared. Overall, the Fourier-Bessel approach seems to be the most useful.

The Fourier-Bessel formalism developed in chapter 6 allows an examination of the

effects upon the discharge of a radial variation in the secondary ejection efficiency across

the cathode surface. Such a variation had been suspected by Ernest (1991) of causing a

peculiar effect in the nitrogen discharge. The model which was developed is very

successful at explaining this effect.

Chapters 7 and 8 discuss the experimental arrangements and methods of digitally

processing recorded signals. A new (as far as the author knows) method of filtering

exponential decays without distortion is presented.

Measurements of the discharge current are reported in chapter 9. The primary

ionisation coefficient was measured using the technique of Haydon and Williams (1976),

but the expected decrease in the values below those recorded with the whole current was

not seen. The raised values were interpreted as evidence that non-negligible levels of

impurity were present in the gas samples, either before or after they were admitted to the

chamber.

Section 9.2 describes the results of measurements of the Molnar type. The validity

of Molnar's analysis was directly investigated and found to be problematical within the
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regimes which were investigated. Several peculiar effects are described, and attempts to

detect oscillatory decays are reported. Measurements of the diffusion and quenching

parameters were made. A higher than expected value for the quenching coefficient was

found (no doubt due to the impurity level), but the value of the diffusion coefficient agreed

very well with previous measurements. Finally, measurements were made of the

breakdown voltage at various pressures and electrode separations.

Chapter 10 describes a variety of optical absorption experiments. First of all, the

saturation behaviour of the absorption coefficient was examined. The data were found to

follow the predicted shape curve within experimental error, although the value of the

saturation power was a factor of 100 larger than the value predicted using the theory of

section 4.2.2. No perturbation of the decay rate of the metastable concentration could be

detected, although an optogalvanic signal could be seen when the discharge was near to

breakdown.

The variation with d of the rate of decay in concentration of the metastables was

found to agree well with the predictions of theory, although problems were experienced at

low pressure due to a large-amplitude, slowly decaying background component which was

caused by an enhanced production of metastables around the longer path between the

electrode edges.

A series of measurements of the steady-state concentration of metastable particles

were performed. One line of measurements was made along the axis of the discharge (ie,

at several values of z for y = 0), whereas the other was made across the axis, varying y but

keeping z constant. The steady-state distribution of metastables showed the expected

'hump' in the middle of the discharge.

The initial rate of rise in concentration was measured along one axial transect and

two radial transects. Measurements of the rise of current confirmed that a 'window' of time

existed between the end of the 'fast' processes and a the commencement of a significant

contribution to the current from metastable-produced secondaries. The measured shape of

the rate-of-rise function was clearly appropriate to electrons rather than metastables. In

particular, the axial transect exhibited an exponential rise with z rather than the 'humped'

form expected of particles whose motions are entirely diffusive. Values for the ionisation

and excitation coefficients were calculated. The ionisation coefficient was broadly

consistent with previous values, but the value of the excitation coefficient was about three
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times smaller than the value of Tachibana (1986) taken at the same electric field and gas

pressure.

In this work, efficient methods of modelling the concentrations of both electrons and

metastable excited particles have been developed. Some preliminary absorption

measurements have also been performed, which have indicated the potential of the

technique to return values of quantities which are difficult to measure with accuracy by

other methods. A number of improvements need to be made, however. The laser should

be mounted on an optical bench and the scanning done by means of moveable mirrors, or,

even better, by moving the discharge chamber itself. Better control of the laser wavelength

is essential. An external-cavity arrangement would be of great assistance as it would

permit the wavelength of the laser to be modulated while the amplitude is held constant

(Fleming and Mooradian 1981, Filimonov and Borysow 1995). (This would also prevent

loss of power in side-modes.) Replacement of the monochromator by a system of etalons

or a single multi-layer filter would also assist, as would the introduction of a narrow-line

wavelength reference. A multi-channel detection scheme, using a CCD camera for

example, would also do much to resolve the difficulties of this experiment.

The technique could easily be extended to other gases, such as krypton or nitrogen,

which have electronic transitions within the wavelength ranges at which diode lasers are

available. Also, higher power diode lasers can be obtained, which might be used to

produce a sizeable optogalvanic response in argon. A comparison of the results with the

optogalvanic behaviour of neon, in which the ls levels are much more closely coupled,

might be instructive.



a2 0

= –/(0,X 0g0dexp(-1T0d)	 'x2a (A.2)
a2/

ax2
x=x0

211

Appendix A: Optimum depth of absorption features in a wavelength reference.

It is a common practice in spectroscopy to use atomic or molecular transitions as

wavelength reference points. In the present experiment this is most conveniently

accomplished by examining the relevant transitions in absorption. The intensity I(d,k)

transmitted through an absorbing medium of thickness d is given by the Beer-Lambert law

as
I(d, X) = /(0)exp{---R2 )di.	 (A.1)

The averaged absorption coefficient T(L) can be expressed as a product of the average

absorption at line centre k0 and a lineshape function g(X - X0). The derivative of the

absorption lineshape I is detected by the wavelength modulation technique described in

chapter 7. The best resolution of aria at line centre is therefore obtained when the

second derivative a2Ilax,2 , given at line centre by

reaches its maximum value as a function of k0d, the optical depth at line centre. This

occurs when k0d = 1. The optimum line depth is therefore 1-1/e, or about 63%.
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Appendix B: The curve fitting program.

Many of the experiments described in this thesis returned data in the form of an

infinite sum of exponentials. In order to analyse these experiments it was found necessary

to obtain the amplitudes and decay constants of several of the early terms of such a sum;

in practice, no more than two terms were ever required. A computer program was written

by the author to fit to such experimental data a function of the form

f(p,k) = po + pi exP{-(k —k0 )/P21 + P/3 exp[-(k -ko)//34 ]. (B.1)

The quantity k in this expression is the channel number of the data sample.

A generalised function f(p,k) may be fitted to a set of data values dk between

channels a and b by finding the set of parameters po that minimises the sum of squared

residuals R, defined by
b

R(p)= 1 ri
	

(B.2)

k=a

where

rk = f(p,k)- dk.	 (B.3)

Expanding R about Po gives

R(p)=R(Po)±-1i(P-Po)TCpo(P-Po)+0(P3)•
	

(B.4)

The first order term has been omitted because it is equal to zero at p = po. The elements

of the curvature matrix C are given by
Po

C = 	 2R
ii — apiapi

by use of equations (B.2) and (B.3) this can be shown to evaluate to

1
	

(B.5)

P=Po

b	 r

Cu = 2(-..21, wk

k=a aPi a P i

b	 a2fk
+2/[f(Podc) —dki , 2

Pik=a
P=Po P=Po

.	 (B.6)

If the function f(po,k) is a good fit to the experimental data then the second sum is



2In
b a2fk
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k=a aPi

where nk represents the random noise that is unavoidably present in the experimental data.

Iff is a slowly varying function of k, this sum may be neglected. If the first sum in

equation (B.6) is approximated by an integral, we arrive at a final expression for the

elements of C po :
b	 , n

Cu Az 2 .1 dk(Lic ufk)

a	 api ap;

This expression permits the evaluation of closed-form expressions for the elements of

C This usually results in a considerable saving in computing time.
Po •

The minimum in R(p) can be found by using a variation of Newton's method

(Bevington 1969) whereby the vector p - Po is approximated by inverting the expression

VRp .---- Cp(p—P0)
	

(B.9)

where the p subscripts indicate that VR and C are evaluated at p rather than (the as yet

unknown) po. In the computer program, the gradient VR was approximated by use of the

simple finite difference formula

aR R(P+APi)—R(P—APi) 
app 	 2Api	

. (B.10)

Equation (B.9) was inverted using an LU factorisation method (Fisher 1988). The

curvature matrix and gradient vector were then re-evaluated at the new set of p values.

This procedure was repeated until the fitting routine was judged to have converged. The

'goodness of fit' can be assessed by calculating the parameter x2 , defined (for a function

having m free parameters) by
2 	 Rn

Xn = 
(b — a — m +1)a2

(B.11)

P=Po

, (B.7)
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(B.8)

P=Po

where Rn is the value of R after the nth iteration and the variance 6 2 is given by
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The fitting routine was judged to have converged when the decrease in x 2 with each

iteration fell below some previously specified value.

It is necessary to pay some attention to the choice of Ap i in equation (B.10): too

small a value will produce an inaccurate approximation to DR due to truncation errors

during the computation; too large a value may invite the same problem due to anharmonic

terms in the expansion of R. Treating R and f for simplicity as functions of x = p i, equation

(B.10) becomes

R'(x) _
....., R(x + Ax) — R(x — Ax) 

2,6x
(B.13)

The statistical uncertainty a R, in this calculation can be shown to be approximately equal

to aR /Ax. The uncertainty in R can be calculated using equations (B.2) and (B.3), giving 

b
,2	 A V ,2,2
u R = u trunc. m	 11c uk

k=a

(B.14)

where
,2	 2 ,2,
uk =a fk ' u dk • (B.15)

Since R was calculated to double precision, the truncation error ;rum is given by

G tninc. -=--: 5 X10-16R.	 (B.16)

The data values were digitised measurements of voltage, usually to 16 bit precision; data

as received from the DSO were therefore integers in the range -32768 to 32767. These

were multiplied by a conversion factor A to reproduce the original voltages; hence

dk = Atk ,	 (B.17)

where tk represents the raw integer-valued data. Consequently

,2	 f2,2 A 22
u dk = t k u A	 utk	 (B.18)
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Note that ,zY k =1 has been applied in the last expression. Since A andfk are both stored as

single-precision floating point numbers, we have

GA -. 5x10-8 A

and

(B.20)

GA ---- 5 x10 -8 fk . (B.21)

Equation (B.19) can therefore be written as

6 /, -,-(fk + cinx2.5x10-15 +A2. (B.22)

Sincefk - dk = Atk, the end result is

01 ---, A 2 (5 x10-15 ti +1),

or rather

ak''' A,

(B.23)

(B.24)

because d must be less than 232 (about 109). Substitution of equations (B.24) and (B.16)

into (B.14) produces
2GR = 2.5x10-31 R2 +4A2R . (B.25)

Now, the largest possible value of R occurs in the case that b - a= 4096 (the total number

of channels used in the program) and rk = 216A V k. In other words,

R < 1.76 x10 13 A2 .	 (B.26)

This implies that

4A2R > 2.2 x10-13 R2 .	 (B.27)

The second term in equation (B.25) can therefore be seen to be completely dominant. To a

good approximation, then, the statistical uncertainty in the finite difference expression

(B.13) is given by



2241.1-i 

Ax
(B.28)
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The systematic error in equation (B.13) may be found by expanding R in terms of x:

R(x + Ax) = R(x) + Axle(x) + 
(Ar)2
	 R"(x) + (V  R"'(x)+ 0

[
(&)4 ]. (B.29)

2	 6

The finite difference approximation to the first derivative therefore actually gives

	

R(x + Ax) – R(x – Ax)(&)2	
= R'(x)+	 Rix) + 0{(dx) 4 ]. (B.30)

2Ax	 6

A little calculus shows that the total uncertainty in R' is minimised when

(Ax) 3 =
6A-11/1

R"'
(B.31)

Note that, in the case that f is described by equation (13.1), R is purely quadratic in the po,

pi and p3 directions; the third and higher derivatives therefore do not exist. In this case an

appropriate value for & can be found by equating the statistical uncertainty given by

equation (B.28) with the truncation error in the (single-precision) number R'.
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